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Gravity waves are a dominant source of energy transport and coupling throughout the

atmosphere. Transient gravity wave propagation effects and locally induced dissipation make

significant contributions to the variability of temperature and wind evolutions over a broad

range of spatial and temporal scales. Gravity wave impacts are particularly important to

the mesosphere and lower thermosphere, where high wave amplitudes promote a range of

complex, nonlinear interactions with the background environment at scales that are difficult

to model and observe. An improved understanding of small-scale, temporally and spatially

intermittent gravity wave interactions with variable local and large-scale environments is

essential to improving how gravity wave dynamics are parameterized in mesoscale and global

scale models.

This dissertation presents a comprehensive overview and analysis of the complex dy-

namics of high frequency atmospheric gravity wave and fine structure interactions in the

mesosphere and lower thermosphere. Simulation studies are carried out to identify the fun-

damental dynamics of gravity wave-fine structure interactions in an idealized environment,

evaluate the behavior of transient gravity wave propagation in an evolving background where

linear assumptions break down, and determine the limitations of modeling gravity wave-fine

structure interactions with the constraints of current mesoscale models. These studies utilize

high resolution numerical simulations and improve the current understanding of gravity wave

dynamics and their impact on the atmosphere.

Findings in these studies indicate that gravity wave-fine structure interactions have

predictable dynamics that can be traced to the underlying vorticity characteristics set by
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the background environment. Gravity wave interactions with fine-structure background vari-

ations below gravity wave scales determine the formation of instability and induced wind

characteristics, while gravity wave interactions with time evolving fine-structure variations

larger than gravity wave scales account for intermittent forcing characteristics observed in

the mesosphere and lower thermosphere. The dominant gradient characteristics of these

interactions break down with insufficient spatial resolution, and the time dependent charac-

teristics break down when under-resolved models apply viscous damping to constrain small

scale motions. With proper consideration of the expected dynamics in a given environment,

one can estimate the extent to which gravity wave-fine structure interactions contribute

to the variability in under-resolved model simulations, identifying environments for which

improved characterization would be beneficial.
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Chapter 1

Introduction: Gravity Wave-Fine Structure (GW-FS) Interactions

Gravity wave (hereafter GW) propagation through stratified shear environments is a

subject of renewed interest in the atmospheric science community. The ubiquity of layered

structures in the atmosphere (e.g., Sato and Woodman, 1982; Woodman and Rastogi, 1984;

Reid, 1990) has triggered a call to probe the behavior of GW propagation in these envi-

ronments, particularly in the Mesosphere and Lower Thermosphere (hereafter MLT), where

GW amplitudes become large enough to influence the background flow (Tsuda, 2014) and

turbulence dynamics can be observed with ground-based instruments. The complex inter-

play of GW-induced and shear-induced layering dynamics (see e.g., Fritts and Alexander,

2003), coupled with the high degree of non-linearity attainable in these environments (Lund

and Fritts, 2012), necessitates the use of modeling to contextualize our understanding of GW

propagation through stratified environments beyond the limitations of existing measurement

capabilities.

GWs are responsible for a significant amount of the momentum and energy transport

that occurs in the atmosphere. In the MLT, GWs drive both large scale interactions, includ-

ing the reversal of the polar mesospheric jet and planetary wave modulation, and small scale

interactions, where the dominant GW influences are nonlinear and cannot be characterized

by linear theory or linear models. When passing through regions of elevated stratification

and/or shear, GWs excite and modulate the evolution of small scale instabilities that drasti-

cally change the layer structure in these regions. Such layers in turn alter GW propagation in
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numerous ways, including but not limited to: filtering the outgoing GW spectra, promoting

ducting or reflection, hastening the onset of self-acceleration (SA) dynamics, and encour-

aging the exchange of heat, energy, and momentum via turbulent transport and mixing

mechanisms. These small-scale dynamics directly influence the behavior of the atmosphere

at larger scales, necessitating the ability to quantify gravity wave-fine structure (GW-FS)

interactions over the full range of active spatial scales to understand the induced mesoscale

dynamics.

High-frequency GWs produce a significant portion of the energy exchange in the MLT,

yet prevailing global models cannot resolve dynamics on the spatial scales of high frequency

waves or fine layered structures known to be present throughout the atmosphere. A lack of

consensus on how to parameterize the large scale impacts of GW-FS interactions has led to

significant discrepancies in model predictions of the MLT, limiting the accuracy of medium

range forecasting and severe weather prediction (Pedatella et al., 2014; Liu, 2016, and cita-

tions therein). A better understanding of small-scale, temporally and spatially intermittent

GW interactions with variable local and large-scale environments is critical to improving GW

parameterizations in the next generation of mesoscale and global scale models, providing sig-

nificant improvements to long-term weather, climate, and circulation models which address

critical societal needs. High-resolution simulations using state-of-the-art models appear to

be the most beneficial path to this end.

The principal objective of this research is to investigate high frequency atmo-

spheric gravity wave and fine structure interactions. Here high-frequency refers to

GWs with an intrinsic frequency ω much closer to the Brunt-Vaisala frequency (N), the

frequency of buoyant oscillations in the atmosphere, than to the inertial frequency (f), de-

termined by the Earth’s rotation. Due to the need for an improved understanding of GW

dynamics in the MLT, the unique ability of ground-based instruments to resolve spatial

scales of interest to turbulence at these altitudes, and the computational benefits of the low

Reynolds Number (Re), this research targets GW-FS interactions at MLT altitudes. The
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dynamics characterized in the MLT can be generalized to represent GW-FS interactions in

the entirety of the atmosphere with the inclusion of the appropriate altitude-localized dy-

namics (ex. the convective boundary layer) and suitable changes to the local Re, Richardson

number (Ri), and state variables.

1.1 Research Synopsis: Guiding Research Question and Science Foci

The research herein seeks to answer the overarching question: How does fine structure

influence high-frequency gravity wave propagation and transport of energy and

momentum? To answer this question, several principal research foci have been identified:

(1) How do isolated shear and stability fine structures influence high-frequency

gravity wave propagation in the MLT?

(2) How do complex stratification environments influence high-frequency grav-

ity wave coherence and fluxes of momentum and heat in the MLT?

(3) What are the impacts of GW-FS interaction mechanisms for transport

and diffusion?

These objectives are described in detail in the remainder of the text, including their moti-

vation, methodologies, and outcomes.
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GW influences and interactions in the atmosphere take many forms. GW superposi-

tions at small amplitudes lead to systematic wave-wave interactions, spectral energy trans-

fers, and altered GW propagation and transmission (e.g., Yeh and Liu, 1981; Klostermeyer,

1991; Vanneste, 1995; Sonmor and Klaassen, 1997; Heale and Snively, 2015). At larger am-

plitudes, GWs exhibit local instabilities having shear and/or buoyancy energy sources, (e.g.,

Kelvin-Helmholtz instabilities (KHI) and GW breaking) (e.g., Andreassen et al., 1998; Le-

long and Dunkerton, 1998a,b; Fritts et al., 1998, 2009b,c). GW-mean flow interactions also

enable modulational instabilities and SA dynamics leading to GW deformations and sec-

ondary GW generation (e.g., Grimshaw, 1977; Sutherland, 2001, 2006; Dosser and Suther-

land, 2011a; Fritts et al., 2015). More recent studies further demonstrate the importance of

accounting for small GW scales (Watanabe et al., 2015; Ngan and Eperon, 2012; Siskind,

2014; Koshyk et al., 1999; Sato et al., 1999), local instability dynamics (Fritts et al., 2014a,c;

Hecht et al., 2014; Werne, 2016), and sheet and layer structures comprising enhanced shears

and stability at small vertical scales that occur throughout the atmosphere (e.g., Sato and

Woodman, 1982; Woodman and Rastogi, 1984; Reid, 1990, and others). Recent radar, lidar,

and ground-based imager studies demonstrate GW’s critical role in the evolution of sheet and

layer structures in the MLT (Lehmacher et al., 2007; Baumgarten and Fritts, 2014; Bossert

et al., 2016; Fritts et al., 2017; Hecht et al., 2018), identifying persistent layers less than 0.5

km deep that show signs of propagating GWs, trapped GWs, and breaking GWs which give

rise to instabilities and secondary GW generation.

The first study presented in this dissertation, titled Numerical Simulations of High

Frequency Gravity Wave Propagation through Isolated Fine Structures in the

Mesosphere and Lower Thermosphere, addresses Principle Research Focus 1, establish-

ing a basic understanding of the impacts of individual FS attributes in an idealized, isolated

layer with otherwise uniform stratification. An anelastic numerical model is used to study

the influences of FS in the wind and stability profiles on GW propagation in the MLT. Large

amplitude GWs interacting with thin regions of wind shear and/or potential temperature
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gradients are found to evolve very differently, depending on the precise source and sink terms

for small-scale motions. The resulting small-scale dynamics promote local instabilities, dis-

sipation, and momentum deposition at different altitudes and lower GW amplitudes than

would occur in the absence of FS layering. Given the significant amplitudes and ubiqui-

tous occurrence of FS throughout the atmosphere, the importance and diversity of these

flow evolutions suggest that such influences have broad implications. One major implication

is significantly altered GW momentum transport and deposition relative to environments

having no FS layers. The results of this study are found in Chapter 7.

With a basic understanding of how individual layer parameters can affect the evolution

of the background environment and a GW propagating through the layer, it is imperative to

understand how these effects are compounded in the true conditions of the atmosphere,

featuring numerous layers of various depths and amplitudes rather than a single struc-

ture. Multiscale GW interactions occur frequently in the upper atmosphere, where high

frequency gravity waves (HFGWs) with short periods/wavelengths and high momentum

flux pass through larger inertial gravity waves (IGWs) that vary on much slower timescales.

Such multiscale wave environments undergo a range of complex, nonlinear interactions which

have been observed in numerous studies, including the recent DEEPWAVE campaign obser-

vations in Fritts et al. (2015), and Bossert et al. (2015). Large scale models often oversimplify

such interactions by approximating the background as a steady state, spatially periodic hor-

izontal wind field, or in more extreme cases, neglecting nonlinear dynamics or ignoring the

small-scale interactions entirely. More guidance is needed on the behavior of small scale GW

interactions with variable local and large-scale environments in order to improve parameter-

izations of transient GW dynamics in mesoscale models.

Ground-based instruments have enabled a broad understanding of the large-scale dy-

namics occurring in the MLT. Lidar-based observational studies have long been used for

climatologies of regional GW dynamics (Chanin and Hauchecorne, 1981), using GW poten-

tial energy density and GW amplitude to determine wave attenuation in a given altitude
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range (see e.g., Tsuda et al., 2000). Seasonal variations in wave attenuation, as well as vari-

ations in measurements between adjacent research stations, can be used to identify likely

sources of heightened GW activity and regions of critical level filtering (e.g., Chen et al.,

2013; Yamashita et al., 2009; Kaifler et al., 2015; Whiteway et al., 1997). Critical levels for

orographic GWs can also be identified by wind directions rotated more than 90 degrees from

ground level forcing (Yamashita et al., 2009). The phase slope of a GW is often used to

identify stationary (orographic), upward, and downward propagating GWs. However, with-

out knowing both the local background wind and horizontal wavenumber, the GW intrinsic

frequency and propagation direction are easily misdiagnosed from the ground (Fritts and

Chou, 1987; Dörnbrack et al., 2017).

Recent advances in Rayleigh lidar measurement techniques provide guidance on the

types of MLT dynamics that are poorly understood, enabling characterization of fine ver-

tical layered structures over a 10-20 km vertical extent at MLT altitudes. Sodium density

measurements from Bossert et al. (2016) indicate the near-ubiquitous presence of finely-

layered structures when the lidar samples at a high cadence with increased fidelity. The

observations are notable in that 1) temperature and density layers less than 0.5 km deep are

observed continuously by stations in Utah and Norway, with individual layer structures hav-

ing durations over 1 hour; 2) density layers are accompanied by sharp temperature and wind

gradients, producing significant stability enhancements over twice the background value and

critical Ri sufficient to produce overturning; and 3) oscillations in the fine layered structures

indicate significant GW influences, showing signs of transient aberrations that depart from

the systemic impacts of GW dynamics documented in previous observations.

Multi-instrument studies incorporating lidar data have further explored dynamics of

GW breaking and ducting (Bossert et al., 2014; Smith et al., 2005). The inclusion of nu-

merical simulations supplementing the use of multiple, coordinated instruments adds further

utility by assessing the behavior of environmental characteristics that are outside the observ-

able domain and/or at scales below what ground-based instruments can resolve (Cao et al.,
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2016; Hecht et al., 2014, 2018; Heale et al., 2017). To diagnose complicated GW events,

simulation studies are needed in conjunction with multi-instrument observations to more

comprehensively describe the underlying dynamics and ultimately characterize the evolution

of a 3D volume with time.

The second study presented in this dissertation, titled High Frequency Gravity

Wave Propagation through an Evolving Inertial Wave in the MLT, addresses Prin-

ciple Research Focus 2 by probing the dynamics of transient GW-FS interactions in the

MLT, expanding on the findings of idealized studies with guidance from observational data.

A case study is carried out on a set of ground-based observations collected on 21 January

2015, in which a sodium resonance lidar and advanced mesospheric temperature mapper

(AMTM) observed intermittent propagation of a HFGW through an IGW over the Arctic

Lidar Observatory for Middle Atmosphere Research (ALOMAR) in Norway. The evolving

IGW promotes critical layers, reflection, evanescence, and tunneling as the HFGW prop-

agates through alternating IGW phases. A series of simulations using the high resolution

anelastic numerical model characterize the HFGW propagating through the IGW and ac-

count for the temporal variability in the observational data. The study diagnoses the dy-

namics contributing to observational discrepancies, and it provides a broader understanding

of the types of transient dynamics driving mesoscale transport phenomena which are not

addressed in current mesoscale models. The results of this study are found in Chapter 8.

The large domains of mesoscale weather models necessitate the use of reduced grid

resolution relative to fine scale studies such as those described in Studies 1 and 2. GW

parameterizations imposed by under-resolved models are known to reduce the accuracy of

predicted wind and temperature fields at large scales (Pedatella et al., 2014). Numerous MLT

studies have shown the capacity for considerable improvement when resolution is increased

to O(10 km) or better (Liu, 2016, and citations therein), but even the most well-resolved

mesoscale models top out at a resolution limit of O(1 km) often in a small nested region of a

given simulation. While these studies emphasize qualitative improvements, no study to date
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quantifies the accuracy of GW energy characteristics as a function of the imposed resolved

scale limits relative to the expected energy-containing scales in a given environment. Having

the unique capacity to run fully resolved simulations of GW-FS interactions in the MLT,

one can establish a set of metrics to approximate how well an under-resolved simulation

characterizes the true, large-scale dynamics at play. Understanding this tradeoff can provide

a metric for the accuracy of GW characterization anywhere in the atmosphere and have

broad applicability to the larger atmospheric community.

The third and final study presented in this dissertation, titled Evaluating the Accu-

racy of Gravity Wave Simulations in the Mesosphere and Lower Thermosphere

with Artificially-Constrained Resolution, addresses Principle Research Focus 3, exam-

ining large scale transport consequences of under-resolved GW-FS interactions when char-

acterized in the manner used by predominant mesoscale models. Using a simulation case

from Chapter 7 as a baseline for comparison, the same environment is simulated with the

maximum grid resolutions of 15 m, 45 m, 200 m, and 2 km grid spacing. This study follows

the example of Bölöni et al. (2016) by identifying the parameters affected by reduced fidelity.

The project ultimately evaluates the selectivity with which different fields lose accuracy, both

in terms of decreasing resolution and Re, in order to determine the needed resolution for a

given environment that provides confidence in the dynamics that project up to large scales

and to enable comparisons to other datasets without loss of generality.

1.2 Chapter Organization

Chapter 2 provides a basic overview of GW propagation dynamics, including recent

progress in the understanding of nonlinear interactions driving instability development and

energy exchange, and a basic morphology of the evolution of GW breaking. Chapter 3

describes the recent advances in observation and modeling of GW instability dynamics in

the MLT, emphasizing the limitations of our current understanding of GW-FS interactions in

the MLT and motivating the research objectives of this thesis. An overview of current MLT
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observation techniques is presented in Chapter 4, and highlights from recent GW-FS studies

are presented in Chapter 5. Chapter 6 presents the simulation architecture used for the

studies herein, highlighting the capabilities of the code and describing the initial validation

studies. The outcomes of Research Studies 1, 2, and 3 are then presented in Chapters 7, 8,

and 9, respectively, with conclusions and final remarks, including recommendations for future

work, presented in Chapter 10.
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Gravity Waves in the Atmosphere

2.1 Gravity Wave Propagation Dynamics

GWs occur in a stratified fluid when a parcel is raised or lowered from its equilibrium

level by external interactions (e.g., convective plumes, large storm cells, airflow over moun-

tains, turbulent updrafts, etc.). The restoring force of buoyancy causes the parcel to oscillate

about its equilibrium level (see Figure 2.1). A sample figure of an orographic GW generated

by airflow over a mountain is shown in Figure 2.2.

Figure 2.1: Simple schematic of the dominant forces on stratified fluids, taken from Heale (2014).
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Figure 2.2: Orographic GW generation by airflow over topography. Taken fromTsuda (2014).

The GW intrinsic frequency, given by

ω = k(c− U) , (2.1)

is the GW frequency measured relative to the mean horizontal windspeed U , where k is the

horizontal wavenumber and c is the observed horizontal phase speed, the speed of horizontal

motion of a point of constant GW phase measured by a stationary observer on the ground.

The intrinsic frequency (ω) varies with the background U , but the ground-relative GW

frequency, ωo = kc, remains constant in linear propagation.

Vertical GW propagation occurs when ω is between the inertial frequency,

f = 2ΩSin φ (2.2)

where Ω is the earth’s rotation rate and φ is the latitude, and the buoyancy frequency,

N =

√
g

θ

∂θ

∂z
(2.3)

where θ is the potential temperature and g is the gravitational acceleration. The angle
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between lines of constant GW phase and the vertical axis is given by

Cos[Φ] =
ω

N
(2.4)

such that the GW perturbations become vertical buoyant oscillations in the limiting condition

ω → N .

A GW’s frequency is related to its horizontal and vertical wavenumbers, k and m, by

the linear dispersion relation, given here in 2D anelastic form (see e.g., Fritts and Alexander,

2003; Nappo, 2012):

m2 =
k2(N2 − ω2)

ω2 − f 2
− 1

4H2
(2.5)

where H is the scale height, the height over which density decreases by a factor of 1/e. The

linear dispersion relation can be expressed in many forms depending on the type of GW and

the constraints of a given environment. For HFGWs (ω � f and m2 � 1
4H2 ), Equation 2.5

simplifies to

m2 = k2
(
N2

ω2
− 1

)
(2.6)

and can be equivalently expressed as

m2 = k2
(

N2

k2 (c− U)2
− 1

)
(2.7)

by substituting from Equation 2.1.

As GWs propagate linearly, vertical gradients of U and N produce corresponding

changes to ω and m while k and c (and hence, ωo) remain constant. Equation 2.5 predicts

that GW vertical propagation breaks down when the vertical wavenumber (m) goes to infinity

or becomes imaginary (i.e., when ω approaches its propagation bounds of f or N). The

conditions causing m → ∞ and m2 < 0 are shown in Figure 2.3, with the corresponding

phase structure indicated for GWs A through G in scenarios (i) and (ii). A turning layer

(Figure 2.3i) occurs when ω → N (Bretherton, 1969). For an approaching GW (A), the

vertical phase speed is reversed as the GW fully reflects (C) at the turning layer. Within

the layer where ω > N , the GW is evanescent (m2 < 0) and can only propagate horizontally,
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having vertically-oriented phase lines (B) and amplitude that decreases exponentially with

altitude. Turning layers occur in the atmosphere in regions of decreasing N and/or increasing

U , and ducting occurs when a GW is trapped between two turning layers. A critical level

(Figure 2.3ii) occurs when U → c and therefore m → ∞ (Booker and Bretherton, 1967).

For an approaching GW (F ), the vertical phase speed goes to 0 and the GW (G) refracts to

smaller scales and dissipates. True critical levels occur when ω → f , and they exist in the

atmosphere in regions of decreasing U.

Figure 2.3: Linear GW propagation behavior predicted at (i) a turning layer and (ii) a critical
level, two environments where the linear dispersion relation breaks down. The solid line verti-
cal profiles in each plot show the intrinsic frequency (ω = ωobserved − kU , left) and the vertical
wavenumber squared (m2, right). Predicted GW responses are shown in the phase structures la-
beled A through G. At a turning level (i), ω > N and m2 < 0 as N2 decreases. Linear dynamics
indicate full GW reflection at a turning layer (GWs labeled A and C). At a critical level (ii), ω → 0
and m → ∞ as c → U . Linear dynamics indicate full GW absorption at a critical level (GWs
labeled F and G). Modified from Bretherton (1969).

2.2 Complexities Enabled by Nonlinear Interactions

Linear or quasi-linear GW dynamics refer to interactions of small-amplitude GWs with

the mean flow, and they form the basis of our understanding of the large scale GW behavior
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and parameter relationships defined in the previous section. Nonlinear GW dynamics refer to

GW interactions with temporally or spatially variable components of the flow. Nonlinearity

introduces a high degree of complication into the propagation environment due to the multi-

directionality of flow interactions. Whereas quasi-linear interactions are understood to be

one-way, with the GW influencing the evolution of the mean flow, nonlinear interactions

have been shown to significantly alter the character of the GW, producing changes in GW

amplitude, modulating the GW frequency, and dictating the instability morphology as the

flow evolves.

The fully nonlinear, non-Boussinesq equations for a two-dimensional internal GW in a

non-rotating fluid are given by Dosser and Sutherland (2011a):

ρ
DUTot
Dt

= −∇p− gρz (2.8)

∇ · UTot = 0 (2.9)

DρTot
Dt

= 0 (2.10)

where Utot is the total velocity (u,v,w), ρTot is the total density, p is the pressure, and the

material derivative D/Dt = ∂t+u∂x+v∂y+w∂z. These differ from the linearized conservation

equations

ρ
∂UTot
∂t

= −∇p− gρz (2.11)

∇ · UTot = 0 (2.12)

∂ρ

∂t
= −w∂ρ

∂z
(2.13)

by ignoring nonlinear advection terms and having the nonzero right hand side in the internal

energy conservation equation. The Boussinesq form of these equations is given by replacing
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ρ with ρ0 in Equation 2.8.

While linear theory considers GW breaking to be the main mechanism of GW contri-

butions to the mean flow, the background flow also has a nonlinear GW-induced component

from the GW momentum flux being transported upward by the vertical group velocity (cgz).

Dosser and Sutherland (2011b) derive this expression,

∆U induced =
〈uw〉
cgz

= −
∫ [

1

ρ

∂ ρ〈uw〉
∂z

]
dt (2.14)

from wave action conservation (Boussinesq fluid) and momentum conservation (non-Boussinesq,

nonlinear fluid), where 〈〉 indicates horizontal averaging.

Taking the curl of Equation 2.8 and using Equation 2.9, the coupled nonlinear equations

for the total streamfunction and fluctuation density are

D

Dt
∇2ψTot = −g

ρ

∂ρ

∂x
− 1

ρ

∂ρ

∂z

D

Dt
∂zψTot (2.15)

Dp

Dt
=
dρ

dz

∂ψTot
∂x

(2.16)

where the vertical displacement of the GWs is given by

ξ = −H ln

[
1− ρ

ρ̄

]
≈ H

ρ

ρ̄
when

∣∣∣∣ρρ̄
∣∣∣∣ << 1 (2.17)

and the scale height H is

H = −
(

1

ρ̄

dρ

dz

)−1
. (2.18)

The amplitude of the vertical GW perturbations, Aξ, then takes the form of the weakly

nonlinear Schrödinger equation

∂tAξ+cgz∂zAξ = l
1

2
ωmm∂zzAξ+

1

6
ωmmm∂zzzAξ− lkUAξ+

1

2

ω2

N2k

(
m+

l

H

)
(∂zU)Aξ (2.19)

where t, z, and m subscripts indicate derivatives. The six terms in the Equation 2.19

represent
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(1) Time evolution of Aξ

(2) Advective derivative describing the translation of the GW packet (a group of GW

wavelets spread over a narrow spectrum of frequencies) at the group velocity

(3) Leading order linear dispersion

(4) Linear dispersion of GWs moving close to the fastest vertical group velocity

(5) Nonlinear Doppler-shifting of the GWs by the wave-induced mean flow

(6) Nonlinear dispersion resulting from the shear associated with the wave-induced mean

flow

From this equation, modulational instability is identified by the necessary condition

ωmmω
2 < 0 → |m| <

√
k2 + 1

4H2

2
. (2.20)

The transition between modulational stability and instability occurs for GWs with fixed k

moving at the fastest vertical group velocity. Modulational instabilities narrow the vertical

depth of a GW packet, sharpening the amplitude and making its distribution asymmetrical

(see Figure 2.4). Such nonlinear dynamics result in significant departures from the breaking

altitudes predicted by linear theory, with lower breaking altitudes for non-hydrostatic GWs

and higher breaking altitudes for hydrostatic GWs (Dosser and Sutherland (2011b)).

The Doppler-shifting of the GW c due to its own induced mean flow is known as self-

acceleration (SA), a term coined by Fritts and Dunkerton (1984). SA is an Re-independent

phenomenon that occurs when u′ ≥ u (Dosser and Sutherland (2011b)). Recent modeling

studies by Fritts et al. (2015) demonstrate that SA effects result in highly-accelerated vertical

phase speed (cgz) at the top of the packet and significantly reduced cgz as the bottom of the

packet passes through the already-decelerated flow, stalling propagation at the top of the

packet and creating a kink in the phase lines that encourages overturning (see Figure 2.5).
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Figure 2.4: A non-hydrostatic GW packet exhibiting modulational instability, shown in the nor-
malized vertical displacement field and the corresponding amplitude envelopes before (a), during
(b), and after (c) onset. The black line in Panel (c) shows the expected breaking altitude from
linear theory. Taken from Dosser and Sutherland (2011b).

The bottom of the packet is vertically compressed, sharpening the gradients and increasing

the local Ri to encourage instability.

2.3 Gravity Wave Breaking and Instability Evolution

Linear theory approximates the tendency for GW breaking where the wave amplitude,

given by

A =
(−∂θ′GW/∂z)max

∂θ/∂z
, (2.21)

approaches 1 as N2 → 0 (Hodges, 1967). This is known as the convective instability condi-

tion, where the vertical gradient of the temperature becomes smaller than the adiabatic lapse

rate and unstable stratification leads to overturning. The convective instability condition

can be equivalently expressed in terms of the GW horizontal wind perturbation threshold

u′ > |c− U | , (2.22)

at which point the GW amplitude is suppressed to u′ = N/|m|, a condition known as GW

saturation. The ratio of the vertical gradients of U and N is given by the Richardson number,
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Figure 2.5: A GW packet undergoing SA, shown in the streamwise (top) and spanwise (bottom)
components of the vorticity magnitude. Taken from Fritts et al. (2015).

Ri =
N2(
∂U
∂z

)2 , (2.23)

which indicates convective instability conditions when Ri < 0. Shear instability is predicted

and seen to occur when 0 < Ri < 0.25, a condition met in regions of high vertical shear that

generally leads to the formation of a Kelvin-Helmholtz instability (KHI).

Figure 2.6: Complex instabilities and GW breaking dynamics observed from ground based polar
mesospheric cloud (PMC) images. Taken from Baumgarten and Fritts (2014).
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The vortical evolution of a flow reveals the physical mechanisms that produce rotational

tendencies leading to instability formation. Vorticity is defined as the curl of the velocity

field,

ζ = ∇× U =

(
∂w

∂y
− ∂v

∂z
,
∂u

∂z
− ∂w

∂x
,
∂v

∂x
− ∂u

∂y

)
(2.24)

where U = (u, v, w) are the velocity components in the streamwise (x), spanwise (y), and

vertical (z) directions, respectively. Using this convention, the spanwise component of vor-

ticity, ζy = ∂u
∂z
− ∂w

∂x
, is the rotational tendency of a flow in the streamwise-vertical (x-z)

plane. Positive (negative) ζy denotes (counter)clockwise rotational tendencies or strong pos-

itive (negative) shear in the presence of small ∂w
∂x

, such that regions of strong vertical shear in

the background wind have corresponding ζy rotational tendencies. Because a rotating region

of positive ∂u
∂z

transforms to negative ∂w
∂x

, shear layers undergoing advective rotation retain

their initial ζy sign and magnitude. Streamwise-aligned vortices also evolve spanwise-vertical

(y-z) ζx components as they become 3D. As with ζy, ζx = ∂w
∂y
− ∂v

∂z
is the streamwise vorticity

component which describes clockwise (positive) and counterclockwise (negative) rotational

tendencies in the spanwise-vertical (y-z) plane. A sample schematic of the streamwise and

spanwise vortical structure in a KHI is shown in Figure 2.7.

Figure 2.7: Schematic drawing of the vortical structure in KHI billow. Using the axes conventions
above, the dominant billow structure in the streamwise (left to right) direction is comprised of
ζy vorticity, while the counter-rotating rolls forming in the spanwise direction (into the page)
correspond to ζx vorticity. Taken from Thorpe (1987).

Baroclinic sources and sinks are important ζy sources that occur as misaligned local
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pressure and density gradients generate corresponding rotational tendencies. The baroclinic

term of the vorticity equation is given by(
∂ζy
∂t

)
baroclinic

=
1

ρ2
(
∇ρ×∇P

)
y

=
1

ρ2

[(
∂ρ

∂z

)(
∂P

∂x

)
−
(
∂ρ

∂x

)(
∂P

∂z

)]
. (2.25)

For instability evolutions that remain largely 2D in their early stages, dissipation and span-

wise gradients remain relatively small, making

∂ζy
∂t
∼ 1

ρ2
(
∇ρ×∇P

)
y

(2.26)

a reasonable approximation. Baroclinic sources and sinks are most active in regions contain-

ing strong horizontal temperature gradients, noting that Equation 2.25 can be approximated

as

1

ρ2
(
∇ρ×∇P

)
y
≈ −g ∂

∂x

(
θ′

θ

)
(2.27)

for an isothermal atmosphere, given that(
ρ′

ρ
,
P ′

P

)
<< 1 and

∂

∂x, ∂z

(
ρ′

ρ
,
P ′

P

)
<< 1/H . (2.28)

Strong baroclinic sources can develop in regions of locally high N2 (i.e., regions exhibiting

a large vertical temperature gradient) as a GW passes through. A sample observation of

GW-induced layer rotation is shown in Figure 2.8, where a noctilucent cloud image shows

instabilities forming in a thin, rotating layer. The GW’s high amplitude produces large

vertical velocities, which advect the layer up and down locally in the phase with the GW.

Between the regions of upward and downward displacement, the initially-vertical tempera-

ture gradient in the layer rotates and develops a significant horizontal component, generating

a baroclinic vorticity source. Such regions produce local vorticity enhancements that accel-

erate the evolution of instabilities.

2.3.1 Characteristic Instability Structures

When GWs break, they have several characteristic instability structures through the

evolution of turbulence. Initial instabilities take the form of counter-rotating vortex rolls
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Figure 2.8: (a). High resolution noctilucent cloud image showing upward and downward layer
displacement induced by alternate phases of a GW. Reorientation of sharp vertical temperature
gradients can generate baroclinic sources and sinks as the dominant temperature gradients develop a
significant horizontal component. In this case, KHI and secondary instabilities form in the rotated
region of the layer between GW phases, where baroclinic sources are likely enhancing the local
vorticity. (b). Schematic of KHI formation on a GW crest as it passes through a region of high
stratification, where the black line indicates constant potential temperature and the red and black
arrows indicate GW velocities and air parcel displacements, respectively. Taken from Baumgarten
and Fritts (2014).

occurring in the spanwise-vertical plane (ζx streamwise vorticity), with intensified sheets of

vorticity above and below. When the vortex rolls extend down to the coldest phase of the

GW, they stretch and intensify the spanwise vortex sheets to produce a series of vortex rings

(see Figure 2.9). These rings grow with time and advect upward, producing a downward

plunging motion in the direction of GW propagation and creating a link between successive

wavefronts that organizes transitional instability structures (Fritts et al. (2017)).

Figure 2.9: Vortex ring formation shown in ground observations of polar mesospheric clouds (left)
and GW breaking simulations (middle and right). The simulation panels are the bottom (left) and
side (right) views of the negative eigenvalue λ2 of LLL = ΩΩΩ2 + SSS2, where ΩΩΩ and SSS are the rotation
and strain tensors. Taken from Fritts et al. (2017).
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Adjacent vortices then develop so-called twist waves through axial vortex stretching,

radial vortex displacements, and vortex flattening caused by divergent radial advection (An-

dreassen et al., 1998; Fritts et al., 1998). The complex evolution of twist wave vortical

structures determines the character of the turbulence evolution and the energy cascade to

smaller spatial scales. Turbulence is responsible for the reduction in GW amplitude and the

majority of the potential temperature and velocity variance in GW breaking (Fritts et al.,

2009c).

GW dissipation, energy deposition, and momentum deposition systemically involve

sheet and layer structures, which are comprised of thin, sharply stratified shear sheets in-

terspersed among thicker layers with weaker stratification and shear (see Figure 2.10). High

resolution modeling indicates that sheet and layer structures form naturally when GWs in-

teract with spatially and temporally localized variations in background wind. Numerous

observations (see Fritts et al., 2017, and citations therein) show a near-ubiquitous distri-

bution of atmospheric sheet and layer structures from the surface to 100 km, and these

multiscale interactions produce highly localized instabilities and GW enhancements.

Figure 2.10: Sheet and layer structures, with alternating thin “sheets” of high shear/stratification
and thicker “layers” of lower shear/stratification, forming as GW breaking produces local enhance-
ments to the mean wind and stability. Vorticity magnitude from multiscale DNS taken from Fritts
et al. (2009a).

KHI frequently accompany GW breaking when sharpened vertical gradients in shear

sheets drive Ri below 1/4. Low-Ri KHI are identifiable by a rounder (rather than oval)
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shape, and high-Re KHI have sharp braids and develop initial turbulent structures in the

braid rather than the core (Patnaik et al. (1976)). The transition to turbulence is identified

by counter-rotating spanwise vortex pairs having initial scales and locations determined by

Re (see Figure 2.11), with the coherent 2D structure of the billow retained well into the

evolution of turbulence (Brown and Roshko (1974)).

GW breaking dynamics are highly localized, transient, and dependent on their environ-

ment, and their evolution and associated instabilities ultimately determine the GW impact

on the background flow. Turbulence variances show localized instability evolution within the

GW phase structure, with differing orientations significantly altering the final state (Fritts

et al. (2009b)). The complex interplay between persistent 2D structures and 3D turbulence

dynamics produces unique energy/momentum deposition characteristics that are difficult to

predict, and they require further study to improve their understanding and characterization.

Figure 2.11: DNS showing KHI character and secondary instability structure through turbulence
onset for increasing Re (a-c) and increasing Ri (d-f). Each panel includes vertical-streamwise (top)
and horizontal spanwise (bottom) views at times before, during, and after the initial turbulence
onset. Taken from Fritts et al. (2014c).
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2.4 Summary

GWs propagate vertically throughout the atmosphere, coupling the dynamics of differ-

ent atmospheric layers as they transport energy and momentum over large altitude ranges.

Linear propagation dynamics of GWs are well documented in theory and observation, and

GW breaking dynamics have been shown to follow several characteristic morphologies de-

spite the high degree of variability when the flow becomes nonlinear. While the fundamental

dynamics of GW propagation are well understood, many of the complexities of localized,

nonlinear GW interactions and environmental influences still remain unknown, motivating

further studies to diagnose these dynamics.
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Motivations for This Study

3.1 Wave Evolution Complexities Caused by Environmental Influences

GWs evolve through a complex series of interactions as they propagate vertically

through the atmosphere. Density drop-off with altitude increases wave amplitudes and en-

courages overturning instabilities. GWs have varying degrees of attenuation and transmission

as they propagate through successive environments that promote different instabilities, with

surviving waves having reduced amplitude and altered ω as a consequence of partial breaking

below. Wind shears from large scale influences (mean wind, planetary waves, or larger GWs)

and small scale influences (localized instability and continuous sheet and layer structures)

expand or contract λz, and the associated N2 variations promote shear instabilities at N2

maxima and convective instabilities where N2 → 0 (Fritts et al. (2017)).

3.2 Influence on Large Scale Atmospheric Dynamics

Atmospheric GWs transport significant amounts of energy and momentum as they

propagate, with HFGWs having the largest momentum fluxes (ρu′w′) and hence the domi-

nant influence on momentum transport. Energy and momentum fluxes become more signifi-

cant at higher altitudes due to lower densities, with GWs causing the majority of wind shear

variance in the MLT (Fritts et al. (2017)). Though only ∼ 0.1% of GW energy from the tro-

posphere reaches the MLT, GW velocity variances are 2 decades larger near the mesopause

than near the tropopause (Balsley and Garello (1985)), and mechanical energy dissipation
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rates are 2 decades higher than in the stable troposphere and stratosphere (Lawrence and

Balsley (2013)).

These heightened energetics enable GW propagation to cause significant seasonal vari-

ations in the MLT. Radiative heating predicts strong zonal winds up to the mesopause (100

km), yet observed winds at these altitudes show a significant decrease in amplitude above 50

km, even reversing directions at times. This discrepancy was studied intensively in the 1970s

and eventually attributed to local flow decelerations caused by GWs depositing momentum

when they attenuate or break (Tsuda (2014), see Figure 3.1).

Considering the complex dynamics of GW evolution in the MLT revealed by obser-

vations and simulations, and noting the demonstrated utility of simulations supporting

observational data, a number of critical needs can be identified for which more advanced

characterization of GW-FS dynamics in the MLT can make significant contributions.

Figure 3.1: GW-mean wind interactions in the atmosphere from linear theory, taken from Tsuda
(2014).
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3.3 Limitations in Observable Dynamics

Observations of GW influences in the MLT cover multiple decades of spatial and tem-

poral scales, but no individual instrument or methodology completely resolves any one dy-

namical phenomenon, and even synergistic campaigns combining data from multiple sources

have significant scale gaps. Single site observations, such as ground-based lidar and radar,

provide high time resolution but often lack horizontal coverage, though networked observa-

tions can improve on this. Networked airglow imagers and satellite measurements provide

wide spatial coverage but are constrained both in horizontal resolution and vertical extent,

averaging over the vertical depth of the airglow layer (≈ 7 km) and smearing out small-scale

variations as a consequence. Several recent campaigns, including the Deeply Propagating

Gravity Wave experiment in New Zealand (DEEPWAVE), combined multiple instruments

and modeling for simultaneous characterization of GW influences from the stratosphere to

the lower thermosphere. Early results (see Fritts et al. (2016)) show a promising range of

GW propagation characteristics influencing large scale dynamics at scales far below what

can be resolved by weather models, yet such detailed coverage for data assimilation into

models is prohibitively expensive and impractical.

3.4 Unresolved Dynamics Driving Observable Mesoscale Phenomena

A number of mesoscale dynamics in the MLT are significantly influenced by HFGW

propagation and energy/momentum transport at scales below those resolved by mesoscale

and global circulation models and measurements (Liu (2016)). Traveling planetary waves,

equatorial waves, and atmospheric tides all experience amplitude and phase modulation

caused by changes in background winds in their propagation environments. HFGWs are a

significant source of variability since their transports and deposition of energy and momentum

can be highly variable, yet most planetary wave studies fail to resolve the scales at which

GW interactions occur. Tidal variability also contributes significantly to thermospheric and
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ionospheric weather patterns, linking GW influences to a range of large scale features over a

broad expanse of the atmosphere. The Cloud Imaging and Particle Size (CIPS) instrument

on the ISS has also identified a number of unexplained polar mesospheric cloud (PMC)

morphologies (so-called ice voids, ice rings, and mesospheric fronts/walls; see Thurairajah

et al. (2013)) that are structurally similar to known or suspected GW influences seen in the

MLT and in clouds at lower altitudes. However, the sources of these dynamics are too small

to be resolved by CIPS.

3.5 Known Deficiencies of Global and Mesoscale Models in the MLT

3.5.1 Resolution Restrictions

Global models used in weather prediction fail to resolve the spatial scales necessary to

characterize GW influences. The MLT has comparable temporal scales, but larger spatial

scales and amplitudes than the lower atmosphere, and numerous studies have shown the

capacity for considerable improvement when resolution is increased to O(10km) or better

(Liu (2016)). Sato et al. (1999) found that 1 km or below vertical resolution was sufficient

to produce stratospheric IGWs that matched observations. Ngan and Eperon (2012) found

that reducing the time step in the UK MET weather model improves the characterization

of small scale GW influences in the middle atmosphere, thus improving predictability. The

JAGUAR model, which extends the GCM up to 150 km, found that 1.1o resolution revealed

significant GW influences in the thermosphere as well as GW susceptibility to tidal mod-

ulation (Miyoshi et al. (2014)). Liu et al. (2014) found that WACCM-resolved momentum

fluxes agreed with satellite observations when the horizontal resolution was increased to 25

km, and Siskind (2014) found significant increases in momentum fluxes with corresponding

increases in resolution of the NOGAPS-ALPHA model.

Mesoscale-resolving simulation results characterize much larger dynamical ranges than

the coarser version of these simulations used in weather prediction. The larger momentum
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fluxes, energies, and GW perturbations in more resolved simulations indicate a high degree

of GW influence below the resolution limits of global models, a point further supported by

the coarse models’ inability to replicate observations. While these studies show promise,

computational limitations necessarily constrain the resolution of current forecasting models

and hence require parameterizations for high-frequency GW influences.

3.5.2 Wave Parameterization Problems

Geller et al. (2013) completed the first comprehensive comparison of mesoscale model

GW parameterizations and observational data. The most significant difference between

model and satellite data is the falloff of GW momentum fluxes with altitude, which occurs

at a faster rate in satellite data than in most models. This could be an attribute of the

coarse horizontal resolution of satellite measurements or a consequence of missing physical

processes in the models.

While forecast models include an explicit parameterization for orographic GWs, they

differ in their parameterization of GWs triggered by more variable sources. Models pro-

duce good agreement up to the stratosphere, but the differing GW parameterizations lead

to significant variations in the MLT. Wave parameterizations in models also notably lack

any characterization of secondary GW generation and 3D instability evolution due to GW

breaking. It is critical to study the complexities of GW interactions in the MLT to enable

their parameterization in global models that can approximate these dynamical effects (Liu

(2016)).

Weather prediction models are further hampered by their inability to characterize

nonlinear GW interactions and time-evolving background flow at small scales. Mesoscale

models calculate momentum and energy transport for propagating GWs using Ray The-

ory (Bretherton, 1969), an Eulerian methodology that employs the steady-state Wentzel-

Kramers-Brillouin (WKB) model (Lighthill, 1978) to trace GW propagation along distinct

“rays”. Ray Theory predicts GW adherence to the linear dispersion relation, indicating GW



www.manaraa.com

30

reflection where ω = N and critical level absorption where ω = 0 as discussed in Section 2.1.

However, for thin regions of low or negative stability, turning layers play a more complicated

role:

“Generally it is not well understood how internal waves transmit and reflect
from the mesosphere when the vertical scale of the waves is comparable
to the scale of the background variations.” - Nault and Sutherland (2007)

The application of Ray Theory in both atmospheric (Lindzen, 1981; Broutman et al., 2004)

and oceanic models (Henyey and Pomphrey, 1983; Henyey et al., 1986) further assumes that

GWs approaching a critical level imposed by time-evolving shear (i.e. an IGW) behave in

the same manner as GWs approaching a stationary critical level, fully dissipating at small

λz as m becomes large. The underlying Ray Theory assumptions that 1) GW amplitudes

remain small, 2) GW propagation can be treated as instantaneous, and 3) background wind

and temperature variations are gradual and evolve slowly all break down in the MLT, neces-

sitating a better understanding of these dynamics to improve their reproduction in mesoscale

models.

The steady-state assumption used in these models also does not account for transient

GW contributions to the background wind, and it restricts changes to GW phase speed as the

GW propagates. Bölöni et al. (2016) simulated GW propagation using the WKB model in its

steady state formulation, transient formulation, and the transient model with GW breaking

parameterization, comparing the results to a full large eddy simulation (LES). They found

that adding transience to the WKB model restores the most significant dynamics of full

LES, indicating that the impact of GW breaking and its associated turbulence is secondary

to the influence of transient GW-mean flow contributions. This is a significant departure

from the synoptic understanding of GW influence on the atmosphere, demonstrating the

critical importance of including nonlinear wave-mean flow interactions in GW simulations.

Alexander and Barnet (2007) comment on this critical shortfall of GW parameteriza-

tions in mesoscale models:
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“The intermittent nature of gravity wave sources and gravity wave occur-
rence...means that time-averaged measures of their amplitudes and other
properties will average large-amplitude wave events with weak events and
noise and do not provide the constraints needed for gravity wave param-
eterizations used in global models. New analysis methods are needed to
separately identify the properties of the wave events and their intermit-
tency.”

3.6 Summary

A range of complex nonlinear dynamics involving GW-FS interactions has been demon-

strated in modeling studies and observations of the MLT. However, both observation and

modeling of large scale, MLT phenomena suffer from limited resolution and an inability to

characterize the complex small-scale dynamics known to influence the larger-scale flows and

structure at these altitudes. There is thus a demonstrated need for an understanding of

small-scale, temporally and spatially intermittent GW interactions with variable local and

large-scale environments in the MLT to improve GW parameterizations in mesoscale and

global scale models. High resolution simulation studies appear to be the most practical

approach to addressing this goal.
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Observational Techniques for Studying the MLT

Observations of the MLT guide and motivate the simulation studies undertaken in this

research. This chapter provides a brief overview of current state-of-the-art MLT observation

techniques and the data provided by each instrument.

4.1 Airglow-based Observations

The airglow layer refers to the altitude range above 80 km in which energized atoms

and molecules emit light. The light signatures from these molecules act as a passive tracer

of the fluid dynamics moving the energized particles, and they can be observed by ground,

airborne, and satellite instruments to measure temperature, wind, and density variations

where the particles emit light. Different energetic particles occupy distinct altitude ranges

that dictate where the MLT can be characterized by a given sensor.

4.1.1 Sodium Lidar

Light Detection and Ranging (lidar) instruments employ pulsed laser beams to de-

termine the distance from the instrument to light emitting atoms. Laser pulses are sent

out at a discrete frequency tuned to trigger resonant absorption and re-emission by specific

species (see Figure 4.1a). A receiver detects the return signal and calculates the distance to

the atoms from the time it takes the pulse to return. The integrated photon return data

produces a vertical profile of particle densities that shows the vertical layering structure and
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perturbations as particles are advected through the lidar beam.

Figure 4.1: Na lidar wind and temperature measurement techniques. Electron energy transitions
produce discrete emission spectra (a), and the spectral width of the return peaks approximates the
temperature at these altitudes (b). Doppler shift measured from a scanning beam can also provide
wind data (c). Taken from Chu et al. (2012).

The sodium layer from 80 to 105 km makes sodium lidars ideal for MLT observations.

The absorption line widths of the return signal provide sodium temperature measurements,

and scanning breams use the doppler shift in the absorption spectra to calculate windspeed

(Figure 4.1b and c). The sodium lidar used in Research Study 2, deployed at ALOMAR,

Norway, is the same system described in Bossert et al. (2014). A brief overview of the system

is given here. The resonance fluorescence sodium lidar (She et al., 2002) measures winds,

temperatures, and sodium densities from ∼80 to 105 km. The lidar beams are tilted off

zenith at 20o to measure line of sight winds which are converted to meridional and zonal

wind components. The beam footprint near 80 km is ∼40 m in diameter, and the meridional

and zonal beams have a separation of ∼80 km. The range bins for the data presented in

this study are 150 m. Temporal bins are averaged into 1.386 minute bins. A five bin boxcar

smoothing is used for both altitude and time bins. The pseudo horizontal resolution depends

on the local windspeed advecting structures through the beam. A sample lidar measurement

is shown in Figure 4.2.
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Figure 4.2: Na lidar wind and temperature perturbations measured at ALOMAR research station.
Taken from Bossert et al. (2016).

4.1.2 AMTM and ANI

The advanced mesospheric temperature mapper (AMTM, see Pautet et al. (2014)),

also used in Research Study 2, is an optical instrument that measures temperatures from

the rotation-vibration hydroxyl (OH) band that is located at 86.8±2.6 km with a full width at

half maximum (FWHM) extent of ∼ 8 km (Baker and Stair, 1988; She and Lowe, 1998). An

indium-gallium-arsenide camera captures the spectral peaks produced by the dominant OH

vibrational modes, using their ratio to calculate temperature using the method of Makhlouf

et al. (1995). The resulting 2D images show temperatures accurate to ±2− 4 K over a 180

km x 144 km field with horizontal resolution of 0.5 km. Temperature measurements are

produced every 30s, and data are averaged over the vertical depth of the OH layer. This

high resolution sensor can characterize the horizontal properties of GWs and turbulence,

including horizontal wavelength (λx), horizontal phase speed (c), and wave orientation. A

sample image from Pautet et al. (2014) is shown in Figure 4.3.

The Aerospace Corporation’s near-IR camera (ANI) is an OH imager that operates on

the same principle as the AMTM. It produces a slightly smaller 120 km x 120 km viewing

field with 0.5 km horizontal resolution, but the circuitry allows for 2s sampling to enable the

characterization of faster-evolving thermal structures (Hecht et al. (2014)).
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Figure 4.3: AMTM temperature measurement from the DEEPWAVE field campaign showing
sawtooth temperature perturbations of a high-amplitude GW at two times. Taken from Fritts
et al. (2016).

4.2 Mesospheric Cloud Imagers

PMCs are the highest clouds in the atmosphere, forming near 80 km just below the

mesopause at the coldest point in the atmospheric temperature profile. PMCs form during

the summers in both the northern and southern hemispheres when the mesosphere is coldest

and most humid, allowing the ice crystals to form in a thin vertical range often less than 1

km deep. Since the MLT is relatively dry most of the year, PMCs have a short observation

season from ≈ 40 days before to ≈ 80 days after the summer solstice, and they generally

occur at latitudes of 50o or higher. The high altitude of the clouds enables them to be seen

after dark (before dawn) when the sun is still (already) illuminating the mesosphere, giving

them the alternate name noctilucent clouds or NLCs (Benze (2012)).

4.2.1 Ground-based Photography

Ground-based PMC imaging uses high-resolution cameras looking up at a slant angle

with a wide field of view. The cameras employed by Baumgarten and Fritts (2014) use a two

camera setup with a wider (127o×85o) and narrower (9.5o×6.3o) field of view to capture large

scale influences and small resolvable features down to O(20 − 50m) with images captured

every 3s. While the slant angle viewing makes it more challenging to visually distinguish
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between horizontal feature separation and separation along the slant angle of the observation

(through the 1 km cloud layer), the resolvable spatial resolution of the features in the images

is higher than any other sensor viewing the MLT. A sample image set is shown in Figure 4.4.

Figure 4.4: Ground based image from wider field of view camera (a) with projection on to latitude-
longitude map (b) showing the location of features relative to the observer. The narrow field of
view camera image (c) is located in the red box shown in (a) and (b). Taken from Baumgarten and
Fritts (2014).

4.2.2 Satellite Imagers

Space observations have the distinct advantage of being able to observe PMCs over

the polar caps at any solar depression angle, day or night. The cloud imaging and particle

size (CIPS) instrument employs a satellite-based ultraviolet imager on an orbital path that

has near-complete polar coverage over its 15 daily orbits. The instrument has a 960 km x

1140 km field of view with spatial resolution of 5 km x 5 km pixels and a sampling rate

of 1 image every 43 seconds. Cloud morphology data is measured by albedo, the ratio of

scattered radiance to incoming solar radiance. A high degree of orbit overlap above 70o

latitude allows successive passes over the same structures with a 90 minute cadence, showing

the temporal evolution of large scale features in the clouds. A sample image showing several

ice ring measurements is shown in Figure 4.5 (Thurairajah et al. (2013)).
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Figure 4.5: Ice ring structures in PMCs observed with the CIPS satellite instrument. Taken from
Thurairajah et al. (2013).

4.3 Summary

State-of-the-art observation techniques enable characterization of MLT dynamics over

a broad range of spatial and temporal scales, with each instrument having unique resolving

abilities and observational coverage. These instruments quantify many of the important

GW and instability parameters used to characterize GW dynamics in this region, but no

one instrument can characterize the horizontal, vertical, and temporal evolution of GW

structures without the use of additional instruments. Using horizontal and vertically sam-

pling instruments together (e.g., lidar and AMTM operating in unison) can more completely

diagnose GW influences, and as a result, many satellites and ground observation centers

operate multiple MLT instruments simultaneously for research campaigns. Though the data

is comprehensive where the instrument domains intersect, a vertical profile running through

a horizontal plane cannot approximate a 3D volume without some form of context provided

by simulations.
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Gravity Wave-Fine Structure (GW-FS) Studies to Date

5.1 Idealized Modeling of Gravity Wave Interactions in MLT-like Environ-

ments

The first simulation studies of GW-FS interactions were conducted in 2009 (see Fritts

et al., 2009a), using a triply periodic direct numerical simulation (DNS) code to charac-

terize GW breaking dynamics down to turbulent scales. The study was unique in its use

of a high resolution Boussinesq spectral code employing Re ≈ 104 (10x larger than previ-

ous simulations), capable of resolving into the viscous range of turbulence. They found the

impact of small scale dynamics to be significant, with highly time-variable turbulent struc-

tures and wave-wave interactions that alter the evolution of the flow. Comparing 2D and

3D simulations, they found that properly resolved 3D instabilities significantly reduce the

amplitude of persistent 2D structures and secondary GW excitation. GW distortions of the

fine structure were found to be highly dependent on the relative orientations of the features -

GWs aligned with fine structures produced divergent vertical velocities that deepen the fine

structure, while misaligned features produced divergent horizontal velocities that thin the

layers, resulting in the formation of characteristic sheet and layer structures that increase the

complexity of the environment and persist for long periods of time. It was also determined

that a stable initial condition (Ri ≥ 1/4) does not preclude the development of turbulence

in a domain where many scales of interactions are actively evolving the flow.

Several recent studies have demonstrated the extent to which nonlinearity and realistic
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Re enable complex flow dynamics in the MLT. Lund and Fritts (2012), using an anelastic

simulation incorporating GW contributions to the mean flow, found that the inclusion of

wave-induced mean flow leads to significant background wind variation at higher altitudes

and a high degree of vertical wavelength (λz) compression in the trailing portion of the

packet. The altered wind profile results in lower breaking altitudes and a higher likelihood

of secondary GW generation. As a consequence, the vertical extent of ensuing turbulent

structures is confined by a combination of sharper vertical gradients in the trailing packet

and higher viscous dissipation discouraging instabilities at higher altitudes.

Several studies have also shown the potential for FS to promote GW propagation

through critical levels and turning layers that defies conventional Ray Theory assumptions.

Broutman et al. (1997) found that time-dependent critical levels imposed by IGWs do not

completely prohibit GW propagation (contrary to the model assumptions used by Henyey

et al. (1986)), showing that short GWs escape more readily through IGW critical levels when

their vertical group velocity is less than the vertical phase speed of the IGW. Simulations by

Walterscheid et al. (2001) showed that ducts can leak GW energy to higher altitudes when

the evanescent region is shallow and the GW frequency is relatively high. Snively and Pasko

(2008) found that GW energy can breach evanescent regions through both linear tunneling

and nonlinear excitation of harmonic GWs. Sutherland and Yewchuk (2004) developed

a formula to estimate GW transmission through an evanescent region as a function that

depends on the ratios of ω vs. N (greater transmission for smaller (ω − N) when ω > N)

and k vs. the depth of the evanescent layer (greater transmission for thinner layers and

smaller k). Follow-on studies by Nault and Sutherland (2007), Brown et al. (2008a), and

Brown et al. (2008b) extended the transmission formula to arbitrary U and N profiles and

determined the transmission dependence on amplitude (more transmission for higher GW

amplitudes) and m
k

(more transmission for
∣∣m
k

∣∣ ≈ 1). These findings make a strong case for

more observational studies of GW propagation through transient FS forcing in the MLT.

Nonlinear simulations of HFGW propagation through IGWs by Heale and Snively
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(2015) demonstrate both 1) the inability of linear ray-tracing models to characterize GW

transmission and filtering at critical layers and 2) the significant reductions in GW transmis-

sion resulting from steady-state (rather than time-evolving) background wind characteristics.

They found that similar to the Fritts et al. (2009a) study, HFGW interactions with IGW per-

turbations are highly dependent on the relative orientation of the wave structures, such that

a time-evolving background produces more conditions favorable to GW energy transmission

to higher altitudes. This implies that any large-scale circulation model based on a steady-

state assumption can significantly underestimate energy deposition and GW propagation in

the thermosphere.

5.2 Observational Studies of Gravity Wave-induced Instabilities in the MLT

State-of-the-art observational studies of the MLT employ networks of ground based

sensors and utilize simulation support to diagnose the dynamics in the observations and

infer flow behavior in the surrounding volume. Being able to characterize observed dynamics

with models can expand the domain and resolution of observations, contextualizing how they

behave over broader spatial and temporal domains and verifying the dynamics producing

features in the data.

To enable comparisons of models with observational data, Fritts et al. (2014c) devel-

oped a method to estimate GW and instability signatures in OH airglow based on potential

temperature perturbations, treating OH as a passive tracer when instability dynamics are

sufficiently rapid to advect OH brightness at short timescales. They found that 2D and

3D KH billow characteristics should be quantifiable in OH imagers for instabilities with

sufficiently low Ri, enabling Re and Ri estimates from KHI scales. Snively et al. (2010)

also developed an OH chemistry model that is adaptable for comparison with lidar and

temperature mapper images.

Hecht et al. (2014) used this method to analyze ANI images over Chile, integrating the

model results vertically to simulate airglow images with 500 m horizontal resolution viewed
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from below and averaged with altitude. Approximating the local Re and Ri, DNS modeling

provided an explanation for an observed instability structure that comprised counter-rotating

rolls within a KHI. Diagnosing what appeared to be a relatively low Ri and relatively low

Re, a KHI formed in this environment would be large and have its secondary instability

development suppressed, matching what was observed. The KH features suggested an el-

evated turbulent viscosity that constrained the spanwise secondary instability features to

larger scales than allowed by the true kinematic viscosity, roughly four times higher than

expected at this altitude from the turbulent value νm and consistent with the findings of

Hecht et al. (2005). Such a high viscosity value could occur in either 1) a low Re of 1000

at 87 km or 2) a high Re environment with elevated viscosity due to turbulence. The DNS

also examined the influence of small-scale, turbulent dynamics enabled by the local Re and

Ri below the resolution limits of the imager. When downsampled to the imager resolution,

the fine scale features were impossible to distinguish (see Figure 5.1), showing that signifi-

cant small scale dynamics could be influencing the observed dynamics beyond what can be

identified by imagers alone.

Baumgarten and Fritts (2014) and Fritts et al. (2014a) used a ground-based imager to

capture PMCs with extremely high temporal and spatial resolution. The slant angle viewing

enabled characterization of fine structures in the clouds down to O(20 − 50 m) without

requiring vertical averaging as was the case for Hecht et al. (2014). The results showed that

GWs play a major role in modifying the background stratification to evolve instabilities,

exhibiting interactions over a broad range of spatial and temporal scales with considerable

intermittency. Instability-estimated parameters in the simulations again produced structures

that matched the observed morphologies down to turbulent scales, verifying the accuracy of

Re and Ri estimates obtained from the PMC images. The results also displayed primary

and secondary instability characteristics consistent with a higher kinematic viscosity over

the expected molecular level, giving credence to the hypothesis of Hecht et al. (2014) that

residual turbulence from near-continuous GW-FS interactions can lower the effective Re and
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Figure 5.1: DNS of dynamics influencing PMC images, simulated with Re and Ri approximated
from PMC instability scales. Each set of 3 images shows the raw simulation data (left), data
averaged over two time steps (middle), and data downsampled to ANI resolution (right) at the
time shown to the left of the images, showing that the small scale influences cannot be resolved or
characterized by the ANI imager. Taken from Hecht et al. (2014).

encourage large, coherent instability structures in the MLT.

Heale et al. (2017) conducted simulations of a large, multiscale MLT GW event mea-

sured by the DEEPWAVE campaign (see Bossert et al. (2015)). Lidar and OH imager data

showed a range of vortical structures with GW and instability sources that were identified

with the help of simulations (see Figure 5.2). Simulations also produced reconstructed state

variable profiles over a broader altitude range than could be observed to diagnose the physical

sources of observed behaviors in the flow. Ri profiles showed that instabilities in the HFGWs

preferentially occur in the warm phase of the background tidal wave structures, primarily

because the negative potential temperature gradients needed for convective instability occur

most prominently above the warm phase of the tides. Airglow data also showed smaller scale

wave structures that were diagnosed as secondary GW structures generated by multiscale

wave interactions.

Fritts et al. (2017) evaluated turbulence characteristics observed by PMC ground im-
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Figure 5.2: Simulation of a GW breaking event in DEEPWAVE using observational parameters
to initialize the model. The simulations make it possible to distinguish vortical structures produced
by GWs from vortex structures produced by instabilities. Taken from Heale et al. (2017).

agers, using GW and instability scale estimates to study the dynamics of the observations

with simulations. Observed PMC vortex rings identify the plane of GW propagation, allow-

ing the approximation of GW λz and ω. A brightness profile with the approximated PMC

depth is then applied to GW breaking DNS to identify analogous structures (see Figure 5.3).

Making the appropriate scale conversion, the simulation data can then estimate the GW

breaking contribution to the energy dissipation rate (ε) in the MLT, adding significant util-

ity to the observations by enabling the calculation of quantitative turbulence parameters

from the data.



www.manaraa.com

44

Figure 5.3: Vortex rings at various stages of evolution shown in PMC imagers (a-c) and reproduced
in GW breaking DNS (d and e). Vortex rings observed in (c) outline the phase lines of a GW,
enabling the approximation of λz and ω to compare with corresponding DNS results. Taken from
Fritts et al. (2017).

5.3 Summary

Simulation-based studies of complex, nonlinear GW dynamics identify several domi-

nant influences in more general GW-FS interactions and the extent to which the evolution

of layering and energy transport characteristics depends on 3D, nonlinear dynamics at small

spatial scales. Observational studies identify systemic GW-influenced layering and instabil-

ity evolution patterns when GWs propagate through the MLT, providing explanations for

unexpected physical behaviors and quantifying observational data with simulation diagnoses.

Studies such as these demonstrate the potential for complex flow evolution enabled by GW-

FS interactions and motivate further studies of this environment as observations reveal more

unexplained phenomena.
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The dynamics of GW-FS interactions are understood to be complex, but a comprehen-

sive study isolating how specific aspects of these interactions determine GW propagation,

energy and momentum transport, and background flow evolution has not yet been completed.

Further, these dynamics have not been shown to exist elsewhere in the atmosphere where

these same complex layering structures are known to occur. A simulation-based approach is

needed to identify the quantitative influences of GW-FS interactions, verify these behaviors

with observations, and determine their influence on the rest of the atmosphere.
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Chapter 6

Numerical Model Simulation Architecture Employed in This Research

Current observational techniques lack the ability to view the interactions of fine scale

structures over a sufficiently large vertical range to discern their influence on GW propagation

and transport of energy and momentum. Modeling studies to date with a sufficiently large

domain have not resolved the multiscale dynamics that dictate the evolution of the flow, and

high resolution modeling efforts that can resolve these instability and turbulence dynamics

have been confined to idealized Boussinesq flows to date. A suitable simulation architecture

should capture the full range of active scales in GW-FS interactions in the MLT; such a code

exists and is employed for all studies in this research.

6.1 Finite Volume Anelastic Code-Equations

The simulation studies in this research employ 3D finite-volume solutions to the anelas-

tic Navier-Stokes equations following the formulation of Lipps and Hemler (1982) and Lipps

and Hemler (1990), where density fluctuations are only considered in the buoyancy term.

Here anelastic (no elastic energy) refers to the formulation in which sound waves are excluded

and the timescale is set by the buoyancy frequency N . The equations employ a modified ther-

modynamic definition of potential temperature such that the system of equations conserves

mass, momentum, total energy, and potential vorticity.

The equations in a non-rotating frame are

∂ρuj
∂xj

= 0 (6.1)
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∂ρui
∂t

+
∂ρuiuj
∂xj

= − ∂p
′

∂xi
+

(
ρθ′g

θ
− p′

H

)
δi3 +

∂

∂xj

[
µ

(
∂ui
∂xj

+
∂uj
∂xi

)]
(6.2)

∂ρθ

∂t
+
∂ρθuj
∂xj

=
θ

cpT

[
µ

(
∂ui
∂xj

+
∂uj
∂xi

)
∂ui
∂xj
− ∂

∂xj

(
κ
∂T

∂xj

)]
(6.3)

where the solution variables are the wind components ui = (u, v, w), the potential

temperature θ, and the pressure fluctuation p′. cp is the specific heat at constant pressure

and δij is the Kronecker delta. µ and κ are the molecular viscosity and thermal conductivity,

respectively, and they are related to temperature through Sutherland’s law,

µ = µ0
T0 + c

T + c

(
T

T0

) 3
2

(6.4)

where c is Sutherland’s constant for air, c = 110K. The anelastic definition of the potential

temperature fluctuation,

θ′

θ
= −ρ

′

ρ
+

p′

ρgH
(6.5)

relates p′, ρ′, and θ′ to the scale height H as defined in Equation 2.18 in Chapter 2. Tem-

perature is defined with a linearized form of the ideal gas law

T ′

T
=
p′

p
− ρ′

ρ
=
θ′

θ
+
p′

p

(
1− p

ρgH

)
, (6.6)

and the dispersion relation then takes the form

ω2 =
k2N2

k2 +m2 + 1/4H2
. (6.7)

GW perturbations are initialized in the form

ψ′ = ψ0e
i(kx+m0z−ω0t) (6.8)

where k = 2π/λx and m = 2π/λz are the horizontal and vertical wavenumbers, λx and λz

are the horizontal and vertical wavelengths, and ω0 = k(c − U0[z]) is the initial intrinsic

frequency in the reference domain.
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The anelastic equations are discretized using the scheme presented in Felten and Lund

(2006), which contains no artificial dissipation. Each simulation is run in 3D with a weak

noise spectrum added to the T (x, y, z) field to facilitate instability formation. A dynamic

LES implementation provides further confidence in the energetics, using an evolution of the

subgrid-scale eddy viscosity model developed by Germano et al. (1991) to determine an eddy

viscosity appropriate to the flow state.

6.2 Code Capabilities

Developed to enable deep atmospheric simulations that can characterize instabilities

through the onset of turbulence, the code architecture has many capabilities that make it

ideally suited for GW simulation studies in the MLT, including

(1) The code architecture has sufficient spatial resolution to resolve the fine-scale vertical

and horizontal structures identified by lidar and PMC imagery (Baumgarten and

Fritts (2014)), down to O(10 m). The code can characterize scales of interest to

turbulence without requiring any assumptions of parameterizations, due to its ability

to resolve the inner scale of turbulence for Re representative of the MLT.

(2) The code architecture simulates a 3D environment that properly characterizes the

evolution of instabilities and their effects on the evolution of the flow environment.

As demonstrated in the findings of Andreassen et al. (1994), Fritts et al. (1994) and

numerous subsequent studies, GW breaking and the resulting turbulence are funda-

mentally 3D processes, and the resulting GW amplitudes and transport dynamics

would not be accurately characterized by 2D simulations that constrain the vortical

structures and energy evolution of the flow.

(3) The code architecture can run with a large vertical and horizontal domain that

encompasses the influential dynamics of GW-FS interactions in the MLT. Large
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computational resources allow for a tall/wide domain that avoids confining the spa-

tial modes of the local GW dynamics that would produce spectral artifacts at the

domain scales. A low domain minimum altitude allows GW propagation up to the

MLT with physically grounded initial conditions, and a high vertical ceiling allows

characterization of energy transport and propagation effects extending to higher

altitudes.

(4) The anelastic code is designed to accommodate exponential density that enables re-

alistic dynamics at higher altitudes emerging from perturbations lower down. Den-

sity and GW amplitude scaling allow realistic GW propagation conditions, enabling

simulations over many scale heights that aren’t inhibited by the Boussinesq approx-

imation.

(5) The inclusion of transient GW mean flow contributions ensures that the code archi-

tecture accounts for the dominant dynamics known to influence MLT GW propaga-

tion, as per the findings of Bölöni et al. (2016) and Dosser and Sutherland (2011b).

6.3 Background Profile Generation for FS Studies

The background profiles employed in Study 1 and Study 3 apply isolated FS to the

background stability and wind profiles that are prescribed as

N2[z] = N2
0 +

(
N2

1 −N2
0

)
sech2

[
z − z0
d

]
(6.9)

U [z] = U0 +
U1 − U0

2

(
1 + tanh

[
z − z0
d

])
(6.10)

where N0 and N1 are the background and peak Brunt-Väısala frequencies, U0 and U1 are the

background wind speeds below and above the prescribed shear layer, z0 is the altitude of

the center of the layer, and d is the half layer depth. Uniform wind and stability profiles are

generated by setting N2
1 = N2

0 and U1 = U0. The background temperature is initialized as
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T = 240K at the lower boundary, with a density scale height of 7 km and a background N of

0.02s−1 representing a mean over the lower and middle atmosphere. The resulting buoyancy

period is TB = 2π/N = 314s.

The background wind and temperature profiles used in Study 2 are generated directly

from observational data. Lidar and Saura data from the event are fit together with a sum

of sine function and smoothed with the desired (U, T )0 using a tanh function smoothed over

2 km. This produces piecewise functions of U and T defined as

U, T (z) =

 (U, T )lidar × F + (U, T )0 × (1− F ) z ≤ 105 km

(U, T )lidar | z=105 km z > 105 km
(6.11)

where

F =
1

2

(
1 + tanh

[
z − zmin

2km

])
(6.12)

is the tanh smoothing function, where zmin is the bottom altitude from the U, T profiles

selected for optimal smoothing with (U, T )0 that minimizes artifacts.

6.4 Parameter Definitions

For prescribed shear and/or N2 layers using Equations 6.9 and 6.10, the initial mini-

mum Richardson number (Ri) is given by

Rimin =

(
N2[z0](
∂U
∂z

)2
[z0]

)
= 4N2

1

(
d

U1 − U0

)2

. (6.13)

The dominant Reynolds number in the initial condition can be calculated either from the

shear layer parameters,

Re =
(U1 − U0) d

2ν
(6.14)

or from the GW scales, given by

Re =
λ2z
TBν

, (6.15)
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with Equation 6.15 used for all studies herein. The molecular Prandtl number for the atmo-

sphere is set at 1 to have the same resolution constraints for the velocity and temperature

fields, slightly higher than the expected Pr of ∼ 0.7. As a consequence of this choice, there

will be a slight increase in prominence of smaller scale structures in the temperature field

relative to the velocity than in the real atmosphere (Dong et al., 2016) and a slight reduction

in mixing efficiency (Rahmani et al., 2016). To seed the instability formation, a white noise

spectrum is added to the initial temperature field, with an amplitude roughly 10−5 of the

initial temperature perturbations prescribed in the GW.

6.5 Vertical Mesh Configurations

For Studies 1 and 2, a meshing routine was devised to apply a power-law stretched

vertical grid with enhanced resolution at a specified altitude. The mesh is determined by an

iterative routine that determines the power law stretching parameters to meet pre-specified

requirements for altitude domain limits, desired altitude of resolution maximum, and maxi-

mum allowable grid spacing in the domain. The vertical mesh used in all simulations from

Study 1 is shown in Figure 6.1.

Figure 6.1: Vertical mesh incorporating power law stretching about 80 km, shown in terms of
point layout and vertical spacing as functions of altitude.

For Study 3, a revised power-law stretching routine was devised to replace the stretching

formula in the region of maximum resolution with a region of fixed grid resolution about 80
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km. This altitude range has a maximum resolution matching the streamwise and spanwise

grid spacing, such that the instability dynamics about the imposed layer at 80 km can be

evaluated in a constant resolution region while still taking advantage of grid stretching above

and below. A sample of this grid configuration is shown in Figure 6.2, plotted with minimum

grid spacing of 10 m, 20 m, and 30 m. For simulations in Study 3 with grid spacing greater

than the maximum spacing used in Study 1, a simple uniform vertical grid is employed.

Figure 6.2: Vertical grid stretching mechanism used for Study 3, with region of fixed minimum
grid spacing about 80 km where FS is applied. The mesh above and below the fixed grid spacing
region is identical to the parameters used in Study 1.

6.6 Initial Testing and Validation

A number of initial test cases were run to refine the environmental parameters to ap-

proximate observed GW-FS interactions. The initial target was to reproduce a characteristic

chain of KH billows forming on the upper crest of a GW as it enhances a local shear layer.

This was first achieved for a horizontally and vertically localized GW in a deep domain

(Figure 6.3a) and then shown to be roughly identical in a λx-width domain with a uniform

GW packet in the horizontal (Figure 6.3b). The λx-width domain showed comparable scales

and amplitudes of GW-induced structures and temperature evolutions occurring at roughly

the same times, enabling the simulation to characterize the same interaction with reduced
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computational resources.

Figure 6.3: KHI and secondary instabilities on the upper crest of a GW produced with FV code
simulation runs with (a) a horizontally localized GW packet in a wide domain and (b) a horizontally
uniform GW packet in a periodic domain. The results are adequately similar to move forward with
the narrower periodic domain for future studies.

6.7 Summary

The anelastic finite volume code is a suitable simulation architecture to probe the dy-

namics of GW-FS interactions in and around the MLT. For this application, we highlight

its ability to 1) Capture nonlinear dynamics, including wave contributions to the mean flow

evolution; 2) Scale density with altitude to enable realistic GW amplitude evolution; 3)

Characterize GW filtering and transmission through turning layers, unlike ray-tracing rou-

tines; and 4) Enable deep atmospheric simulations with sufficient resolution to characterize

instabilities through the onset of turbulence. Initial testing validates the code’s ability to

reproduce observable phenomena, paving the way for use in the studies described hereafter.
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Chapter 7

Gravity Wave Propagation through Isolated Fine Structures in the MLT

This Chapter presents a numerical study of GW packets propagating through iso-

lated layers of enhanced shear and/or stability and identifies the influences of different layer

characteristics on the overall flow evolution. The purpose of this numerical analysis is to

demonstrate the significant impact of fine structures on GW propagation and dissipation,

instability dynamics, and the changes to the background wind and stratification. The Chap-

ter first presents the evolution of a GW propagating through uniform wind and stability to

establish a baseline set of GW and environmental metrics. The results then demonstrate

how the inclusion of fine structures in the wind and stability profiles yields a wide array of

responses, indicating how specific features in the vorticities (including baroclinic vorticity

contributions), initial instability evolutions, and 3D turbulence onsets define the times and

locations of induced instabilities and produce distinctive, lasting features in the background

winds.

The Chapter is organized as follows: The physical parameters employed in this study

are defined in Section 7.1. Section 7.2 presents simulation results from nonlinear GW prop-

agation through a uniform background, providing a baseline case for comparison with cases

including FS. The effects of GW propagation through FS layers are discussed in Section 7.3.

Section 7.4 discusses how these results build on previous findings, and a summary of the

results is given in Section 7.5.
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7.1 Parameter Definitions

The model domain extends 20 km (one GW λx) in the streamwise (x) direction, 1 km

in the spanwise (y) direction, and from 20-105 km in altitude (z). The domain employs

periodic horizontal boundary conditions and a 15 km sponge layer at the top of the vertical

domain, capping the useable domain at z = 90 km. The code is executed on Department

of Defense high performance supercomputers with a (Nx,Ny,Nz) = (2048, 64, 4096) grid,

having streamwise and spanwise grid resolution of (∆x,∆y) = (10 m, 16 m) and a power-

law stretched vertical mesh with (∆zmax,∆zmin) = (70 m, 5 m). The vertical grid employs a

stretch factor of γ = 0.001 symmetrically about the region of highest resolution at z = 80 km.

All simulations are initialized with a GW described by (λz, λx, ω0, c0) = (10 km, 20 km,

N/2, −30m/s) with a Gaussian amplitude distribution centered at 50 km with a full width

at half maximum depth of 10 km. The initial GW amplitude is set to satisfy |u′| ≈ U0 when

the center of the packet reaches 80 km, and U0 = −c0 sets the initial observed horizontal

phase speed at 0. Uniform wind and stability are applied to the background profiles as

(U0 = U1 = −c0, N2
0 = N2

1 = 0.0004s−2) in Equations 6.9 and 6.10. FS included in the

background wind and stability profiles for each case is shown in Table 7.1 and Figure 7.1,

with all FS cases having (z0, d) = (80 km, 125 m). Cases 3 to 4 include positive U z FS, while

Cases 5 to 6 include negative U z FS. Cases 2, 4, and 6 also include positive N2 FS. Cases 3

and 5 have a minimum Ri of 0.25 (neutrally stable), and Cases 4 and 6 have a minimum Ri

of 0.5 (stable).

Table 7.1: Background Parameters for Each Case

Case U0 [ms−1] U1 [ms−1] N2
0 [s−2] N2

1 [s−2]
1 30 30 0.0004 0.0004
2 30 30 0.0004 0.0008
3 30 40 0.0004 0.0004
4 30 40 0.0004 0.0008
5 30 20 0.0004 0.0004
6 30 20 0.0004 0.0008
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Figure 7.1: Background profiles used to initialize simulations for Cases 1 to 6.

The Reynolds number (Re) is calculated from the GW length scale as

Re =
λ2z
TBν

. (7.1)

We assume a turbulent viscosity of νturb = 3ν based on estimates of an elevated effective

viscosity due to pre-existing turbulence (Baumgarten and Fritts, 2014; Fritts et al., 2014a;

Hecht et al., 2014; Fritts et al., 2014c; Hecht et al., 2018), where ν is the true viscosity

∼ 1.5×10−5 m2s−1 at ground level and νturb ∼ 2.8m2s−1 at 80 km. For GW with λz = 10 km,

this results in Re ≈ 105 where fine structures arise accompanying flow instabilities.

Assuming a representative ε ≈ 0.5 m2s−3 as in recent GW breaking simulations (see

e.g., Fritts et al., 2018a,b, 2017, 2009a), the expected inner scale of turbulence for density

fluctuations can be approximated as

l0 = 7.4η = 7.4
(
ν3turb/ε

) 1
4 ≈ 20 m (7.2)

(Hill and Clifford, 1978). This value falls within the range l0 ≈ 10 − 20 m predicted for

the mesopause by Hocking (1985) and gives a corresponding Kolmogorov length scale of

η ≈ 2.6 m. Because the resulting ratio of model resolution to η, Rx,z = (∆x,∆z)/η ≈ 2− 4,

is larger than the desired R ≈ 1.5− 2.1 for DNS (Moin and Mahesh, 1998; Pope, 2000), LES

is employed in all simulations to ensure proper energetics.
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7.2 Case 1: Nonlinear GW Propagation through a Uniform Background

The initial evolution of the u′ and w′ GW fields is shown in Figure 7.2. Red and blue

contours indicate positive and negative values, and this colormap is used for the remainder of

the figures. SA occurs as the GW resides in a region where the divergence of its momentum

flux accelerates the mean flow. Nonlinear SA influences become apparent when |u′| surpasses

U0 at ∼ 2.5TB, increasing phase speed above the direction of GW propagation at the leading

edge of the packet. The effects of SA quickly dissociate the phase alignment of the wind

perturbations, sending ripples through the domain that modulate the associated fluxes and

induced mean wind. The localized SA onset creates an abrupt shift in the GW vertical

wavelength, visible at ∼ 3.7TB, as λz increases in the region of accelerated c and compresses

the GW below. The distinct behavior at the altitude of the initial λz disturbance is most

pronounced in w′ fields, where the phase lines appear to rotate and separate the negative

phase at ∼ 6.7TB. The phase lines at the altitude of the initial λz disturbance fully detach

at ∼ 7.3TB as a visible modulation progresses down through the w′ domain whereas u′ phase

structure remains relatively uniform.

Figure 7.3 shows the vertical fluxes of vertical momentum and horizontal momentum,

〈w′2〉 and -〈u′w′〉, divided by density and plotted at log10 scales. 〈〉 indicates streamwise

averaging. The dissociated phase alignment of u′ and w′ produces a modulation in the

GW fluxes from ∼ 4 to 8TB. The maximum 〈w′2〉 occurs at the altitude of the initial λz

disturbance above 80 km at ∼ 4TB, after which point regions of higher vertical flux progress

downward through the domain following the phase behavior observed in the w′ fields. This

feature does not occur in the horizontal momentum flux (not shown), but the vertical flux

of vertical momentum takes on the characteristic ripple from 〈w′2〉.

Figure 7.4 shows the induced mean flow from the GW, given by Equation 2.14. The

initial ∆U envelope roughly matches the initial Gaussian GW amplitude distribution, but

by ∼ 3.7TB the induced wind is larger at the top of the packet as SA onset enhances the



www.manaraa.com

58

Figure 7.2: GW u′ and w′ perturbations in the x-z (streamwise-vertical) plane for Case 1 at four
different times. Around ∼ 3.7TB, the relative phase structures and amplitudes of u′ and w′ vary
with altitude because of the changing environment, as SA effects produce a rapid shift in λz near
85 km.

Figure 7.3: Horizontally averaged vertical fluxes of vertical momentum (left) and horizontal
momentum (right) for Case 1, divided by density. The modulated vertical flux of vertical momentum
produces a corresponding modulation in the vertical flux of horizontal momentum.

local momentum flux. The modulations in 〈u′w′〉 produce corresponding ripples at ∼ 6.7TB,
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which then diminish to a more uniform ∆U slope at ∼ 10TB with the maximum ∆U just

over 2U0. ∆U/∆Umax in the right panel provides a clearer comparison of the amplitude

envelope of ∆U , which decreases slightly in vertical extent over time.
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Figure 7.4: Normalized ∆U evolution for Case 1, showing initial vertically symmetric amplitude
distribution of the packet, higher ∆U at the top of the packet as GW amplitude increases with alti-
tude, and oscillations corresponding to the modulation of w′, which diminish by 10TB. ∆U/∆Umax
(right panel) emphasizes the depth of the induced wind region, which does not change significantly
with time.

The rippling effect of the vertical flux and its associated changes to the background

horizontal winds have been documented in several recent studies of nonlinear GW propaga-

tion and attributed to several potential sources. Dosser and Sutherland (2011a) observed

modulated wind profiles as a consequence of modulational instability, which occurs for GWs

that satisfy

|m| <

√
k2 + 1

4H2

2
(7.3)

However, Dosser and Sutherland (2011a) also observed modulated GW amplitude profiles

late in the evolution of modulationally stable GWs for which there was no corresponding

modulation in the induced wind. Fritts et al. (2015) observed modulations in altitude of
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∆U(z) and ρ 〈u′w′〉 that decay with time for modulationally stable GW packets undergoing

SA, suggesting that modulated wind profiles may occur as a consequence of any GW packet

undergoing SA. They further found that higher ω0 reduces the depth of the modulation.

Snively (2017) observed a similar “layering of fluxes” in the vertical momentum flux for GW

packets that experience SA, attributing the feature to partial reflection of the GW packets.

In the case of reflection, Snively argues, the horizontal fluxes of left- and right-going reflected

GWs cancel out, yielding no net change to 〈u′2〉 but resulting in harmonic vertical forcing

that can generate acoustic GWs. While the source of the ripple effect is still a subject of

debate, the occurrence of GW-modulated wind profiles is well-documented and should not

be viewed as an anomaly.

7.3 Cases 2 to 6: Nonlinear GW Propagation through Shear and Stability

The instability evolutions for positive shear and stability FS cases (2 to 4) are described

in Section 7.3.1, with the negative shear FS cases (5 and 6) evaluated in Section 7.3.2. The

large scale implications of all 6 cases are discussed in Section 7.3.3, including an overview of

turbulent transition and background flow implications.

7.3.1 Cases 2 to 4: Initial Instability Evolution

The vortical evolution of the flow reveals distinguishing features that develop for each

FS case. Figure 7.5 shows the initial FS layer evolution represented by the spanwise compo-

nent of vorticity, ζy = ∂u
∂z
− ∂w

∂x
, the rotational tendency in the streamwise-vertical (x-z) plane.

At early stages, the flow is largely 2D and ζy is the dominant vorticity component. Positive

(negative) ζy denotes (counter)clockwise rotational tendencies or strong positive (negative)

shear in the presence of small ∂w
∂x

. The N2 FS in Case 2 generates no initial ζy, while the

positive U z FS in Cases 3 and 4 produces a sheet of positive ζy in the initial condition. At

∼ 5.3TB, the initial FS warps and kinks as the GW propagates upwind with enhanced c.

The rotation of the initial N2 FS compresses the local vertical GW scales and enhances ∂θ
∂z

,
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creating local θ′ maxima that generate positive (negative) ζy as the layer is advected above

(below) its initial altitude (see Panel 1 for Case 2 and discussion of baroclinic sources and

sinks in the following paragraph). The advecting rotation of the initial U z FS transforms

positive ∂u
∂z

to negative ∂w
∂x

, thus retaining its ζy sign and magnitude (see Panel 1 for Case

3). In Case 4, where both of these effects are present, positive ζy from the initial U z FS

is enhanced by the N2 FS as it advects upward and reduced by the N2 FS as it advects

downward, the net effect largely identical to Case 3 but with a stronger clockwise rotational

tendency above 80 km. Enhanced negative ∂u
∂z

below each initial FS produces a layer of

intensified negative ζy at 78 km (see Cases 2 to 4 from 6 to 7.3TB), while the topsides of the

initial positive U z layers in Cases 3 and 4 also continue to intensify as the local positive ζy

increases.

Figure 7.5: ζy fields at 4 different times for Cases 1 to 4, with a translating horizontal domain
centered on the instability structures to emphasize distinctions among the initial instabilities as they
evolve. Unique ζy behaviors caused by U z and N2 FS are apparent in Cases 2 and 3, respectively,
and the evolution in Case 4 is an approximate superposition of the dominant behaviors in these
two cases with both types of FS present. Cases 2 and 4 have higher ζy amplitudes than Case 3
after the initial FS rotates.

Baroclinic sources and sinks are important ζy sources in Case 2 and Case 4 as the
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rotating N2 FS produces horizontal temperature gradients that misalign local pressure and

density gradients. Figure 7.6 shows the evolution of the baroclinic source term (see Equa-

tion 2.25) corresponding to Figure 7.5. As the N2 FS rotates towards ∂θ
∂z
∼ 0 in Cases 2

and 4, enhanced horizontal θ′ gradients rapidly intensify the baroclinic source term from 6

to 7.3TB and generate higher amplitudes on the corresponding vertical positive ζy sheets -

baroclinic sources in Case 2 have twice the amplitude of Cases 3 and 4 at 6TB, and baroclinic

sources at 7.3TB are ∼ one order of magnitude larger in Cases 2 and 4 than Case 3. In the

absence of initial positive U z, the vertical positive ζy sheet in Case 2 expands downward

into the intensifying negative ∂u
∂z

region (i.e. the region of negative ζy visible in Figure 7.5

at 6.8TB), growing larger than the corresponding roll-up structures in Cases 3 and 4. While

all 3 FS cases develop instabilities before 10TB, the enhanced baroclinity in Cases 2 and 4

further accelerates the instability onsets relative to Case 3 and yields more rapid progressions

to smaller scale dynamics. An evaluation of the initial instability evolution follows for each

FS case.

Figure 7.6: 1
ρ2

(
∇ρ×∇P

)
y

fields at 4 different times for Cases 1 to 4, with translating horizontal
domain as in Figure 7.5. Baroclinic sources are stronger in Cases 2 and 4, where the rotation of
the initial N2 FS produces large horizontal θ′ gradients.
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The initial instability rollup in w′, θ′, ζy, and 1
ρ2

(∇ρ×∇p)y is shown for Cases 2 to 4

in Figures 7.7 to 7.9, respectively, at 1 minute increments. Viewing these fields side-by-side

reveals how the evolution of each field impacts the other fields and helps to identify which

dynamics, i.e., advection or baroclinic forcing, account for the different characteristics in each

case. Important shared features in the initial instabilities include 1) initial vortical structures

with scales ≈ λz0/2 comprised of opposing, intensified ζy sheets, with initial instabilities

forming in regions of intensified ∂u
∂z

that are visible in the ζy fields at the top (positive)

or bottom (negative) of the structure; 2) rapid intensification of baroclinity leading to the

initial overturning motion, with opposite sign baroclinic sheets occurring for local horizontal

θ′ extrema that in turn drive the thinning and intensification of the corresponding ζy sheets;

3) strong buildup of ∂w
∂x

that enhances regional ζy on the interface of horizontally rotated w′

phase lines; and 4) enhanced background ∂u
∂z

surrounding the most intensified ζy sheets that

instigate the initial vortices. Notable distinctions among the different cases include 1) initial

vortex formation at the bottom of the structure in Case 2 with counterclockwise rotation

(negative ζy), in a region of negative ∂u
∂z

, vs. initial vortex formation in the top of the vortical

structure in Cases 3 and 4 with clockwise rotation (positive ζy), in regions of positive ∂u
∂z

; 2)

earlier vortex formation in Cases 2 and 4 relative to Case 3, largely driven by the increased

baroclinity in their initial N2 FS; and 3) larger vertical scales of the initial vortical structure

of Case 2 in the absence of initial U z.

Figures 7.10 to 7.12 show the ζx = ∂w
∂y
− ∂v

∂z
and ζy = ∂u

∂z
− ∂w

∂x
components of vorticity

in a common volume at the time of the initial streamwise vortices for Cases 2 to 4. As

with ζy, ζx is the streamwise vorticity component which describes clockwise (positive) and

counterclockwise (negative) rotational tendencies in the spanwise-vertical (y-z) plane. ζy

is shown on the x-z (streamwise-vertical) slice, and ζx is shown on several y-z (spanwise-

vertical) slices to highlight the three-dimensional nature of the transition to turbulence.

Several important features are apparent when viewing the intersecting ζx and ζy slices: 1)

The initial spanwise wavenumber instability comprises streamwise-aligned counter-rotating
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Figure 7.7: w′, θ′/θ, ζy, and 1
ρ2

(
∇ρ × ∇P

)
y

fields at 4 different times for Case 2. The initial
instability develops in the region of negative ζy at the bottom of the main vortical structure,
producing rotation earlier and over a larger vertical extent than Cases 3 and 4.

vortices, as seen in many previous similar flows, and for which the primary energy sources

appear to be shear and buoyancy. 2) Spanwise ζx vortices precede the evolution of secondary

2D instabilities. 3) ζx rotational tendencies are most significantly enhanced between strong,

opposing ζy sheets where stability is a minimum. 4) Spanwise vortex pair formation on the

edges of the sheet of high shear in the initial vortices suggests that the instabilities are most

similar to KHI in character, particularly for Case 4. 5) Instability vortical structures are well-

resolved, giving confidence in the the accuracy of the GW and primary instability features

and background flow evolutions that occur as a consequence of the multi-scale evolution in

each case.
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Figure 7.8: As in Figure 7.7 for Case 3. The initial instability develops in the region of positive
ζy at the top of the main vortical structure at a later time than Cases 2 and 4.

7.3.2 Cases 5 and 6: Initial Instability Evolution with Negative Shear

Cases 5 and 6 reverse the shear direction of Cases 3 and 4, respectively, such that the

FS decreases the background wind while imposing the same mean Ri. The reduction in U

above 80 km reduces, rather than increases, the GW vertical group velocity, intensifying

the dynamics that occur at and below the FS and diminishing the impact above. The early

stages of nonlinear GW evolution are shown in the θ′/θ and 1
ρ2

(
∇ρ×∇P

)
y

fields in Figures

7.13 and 7.14, respectively. Cases 5 and 6 differ from Cases 3 and 4 in that: 1) Upwind

c increases more rapidly across the enhanced shear layer, creating an earlier rollup of the

vorticity structures at 80 km and earlier evolution of 2D and 3D flow instabilities. 2) The

initial U z layer has negative ζy and counterclockwise rotational tendency, such that the N2

FS in Case 6 enhances, rather than offsets, the negative ζy sheet as it advects downward,
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Figure 7.9: As in Figure 7.7 for Case 4. The initial instability develops in the region of positive
ζy at the top of the main vortical structure as in Case 3, but it produces rotation earlier than Case
3 following the initial instability in Case 2.

accelerating the evolution of instabilities relative to Case 5. 3) Strong baroclinity occurs

at earlier times, with and without an initial N2 perturbation, as the rotating FS generates

prominent horizontal θ gradients and corresponding baroclinic tendencies. Since FS advects

upwind with the enhanced GW c in all FS cases, the baroclinity enhances positive ζy at the

top of the vortical structure as in Cases 2 and 4. Relative to Case 5, the inclusion of N2

FS in Case 6 does not significantly alter the morphology of the vortical evolution, owing to

negative U z and N2 FS having similar ζy behavior above and below the layer.

The roll-ups of the initial instability structures are shown for Cases 5 and 6 in Fig-

ures 7.15 and 7.16, respectively. As in Figures 7.7 to 7.9, the evolutions are shown at 1 minute

increments for the vertical wind, potential temperature, spanwise vorticity, and baroclinity.

The negative U z cases are distinct from Cases 2 to 4 in that 1) they produce initial in-
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Figure 7.10: ζx and ζy fields, shown on intersecting slices through a common volume, for the initial
instability onset in Case 2 at 7.3TB. ζy is shown on the x-z (streamwise-vertical) slice, and ζx is
shown on several y-z (spanwise-vertical) slices. Vorticity amplitudes are magnified to emphasize
the structure of the main ζx and ζy sheets, and the opacity of each slice is determined locally
by the vorticity amplitude. The initial spanwise instability occurs as pairs of counter-rotating ζx
vortices form between strong, opposing ζy sheets in locations of minimum stability. The vorticity
layering adjacent to the main vertically-oriented ζy sheet develops as a consequence of the adjacent
baroclinic sheets, caused by the tilted surfaces with opposing rotational tendencies that develop
around the dominant ζy sheet. Vortical structures are well-resolved and give confidence in the
accuracy of large-scale instability features and background characteristics induced by the flow.

stabilities 1 to 2TB earlier, and 2) they have simultaneous vortex development on the top

positive ζy sheet and the bottom negative ζy sheet. The negative ζy sheet is surrounded by a

large negative ∂u
∂z

buildup from the upward propagating GW, producing one large vortex of

roughly the same scale as the initial vortices in Cases 2 to 4, whereas the top positive ζy sheet

develops a chain of smaller vortices as the sheet flattens out. Baroclinic sheets accompany

the dominant vertically aligned ζy features and again develop source/sink pairs about the

strongest horizontal θ′ gradients that intensify the vorticity to amplitudes ∼ one order of

magnitude larger than Cases 2 to 4 from ∼ 4 to 6TB. The stronger baroclinity associated
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Figure 7.11: As in Figure 7.10 for Case 3 at 7.9TB.

Figure 7.12: As in Figure 7.10 for Case 4 at 7.6TB.

with the N2 FS in Case 6 accelerates vortex formation by ∼ 0.2TB and generates additional
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Figure 7.13: As in Figure 7.5 for Cases 5 and 6. The added N2 FS in Case 6 has the same
vortical tendencies as Case 5, producing higher peak vorticity without diminishing ζy amplitudes
at the bottom of the vortical structure.

Figure 7.14: As in Figure 7.6 for Cases 5 and 6. The enhanced baroclinity supported by the N2

layer in Case 6 sharpens the vertically-oriented ζy features and promotes earlier instability onset.

vortices on the positive ζy sheet.

Figures 7.17 and 7.18 show the ζx and ζy components of vorticity in a common volume

at the time of the initial streamwise vortices for Cases 5 and 6. In both cases, spanwise ζx

vortex pairs accompany the bottom negative ζy sheet and the vertically oriented region of

the positive ζy sheet intensified by the baroclinity. That the spanwise vortex pairs are most

well-formed on the original negative U z sheet further support the notion that shear drives

the turbulent transition. As with Cases 2 to 4, the spanwise vortex pairs are located at

the interface of the strongest shear layers and their opposing ζy sheets. Case 6 has larger,

more coherent spanwise vortical structures that give rise to more rapid progression to smaller

spatial scales and the eventual turbulent cascade.
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Figure 7.15: As in Figure 7.7 for Case 5. The initial instabilities develop simultaneously in the
regions of positive (negative) ζy at the top (bottom) of the main vortical structure at earlier times
than Cases 2 to 4.

7.3.3 Turbulence Evolution, Scale Progression, and Large-Scale Influences

of Instability Dynamics

The development of the primary and secondary streamwise instability structures, and

their eventual transition to fully-developed turbulence for all six cases discussed above, are

presented in Figure 7.19, comprising the spanwise ζy fields and the associated ∆U profiles

(colored to match Figures 7.20 and 7.21 below). Individual instability features in all 5

FS cases exhibit characteristics resembling common morphologies of convective and shear

instabilities, but they evolve in localized regions that preclude the application of plane-

parallel flow analysis in this environment. In all 5 FS cases, successive large-scale instabilities

form above and below the initial instabilities as features in the initial instabilities progress

rapidly to smaller spatial scales. Though the initial instability evolutions begin at different
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Figure 7.16: As in Figure 7.7 for Case 6. Similar to Case 5, the initial instabilities develop
simultaneously in the regions of positive ζy (negative ζy) at the top (bottom) of the main vortical
structure and slightly precede the instability onset in Case 5, owing to faster vorticity evolution
caused by N2 FS baroclinic contributions.

times, the progression to smaller scales and higher ζy amplitudes appears roughly the same

when viewed at 1TB increments, suggesting similar ε for each case (for further discussion

of the turbulent scale progression, see paragraph accompanying Figure 7.20 below). Since

the dominant component of ζy is ∂u
∂z

, regions of strong ζy indicate the locations of large

scale features that appear in ∆U , i.e. ζy ≈ ∂
∂z

(
∆U

)
. Dominant features in ∆U align

with the vortical tendencies imposed by the initial FS and retain the same orientation as

turbulence evolves, suggesting that induced wind from both the GW momentum flux and

turbulent dissipation will match the tendencies of FS imposed on the initial background.

This agreement provides a pathway for understanding how individual instability evolutions

dictate the GW impact on the large-scale, background flow.

The shifted timescales of the instability evolutions are better understood by examining



www.manaraa.com

72

Figure 7.17: As in Figure 7.10 for Case 5 at 5.9TB.

Figure 7.18: As in Figure 7.10 for Case 6 at 5.7TB.
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Figure 7.19: ζy fields and ∆U profiles showing turbulence evolution for Cases 2 to 6. The ζy
domain translates horizontally to emphasize the evolution of the dominant vortical structure. Solid
black lines in the profiles show the corresponding ∆U for Case 1 to emphasize changes to the
induced wind as a consequence of FS in Cases 2 to 6. Dominant ∆U features align with the initial
vortical tendencies for each FS case, suggesting that dissipative tendencies follow FS locations and
orientations.

Figure 7.20, which presents the power spectral density (PSD) periodograms of the u′ hor-

izontal wavenumber spectra as turbulence evolves in all 6 cases. The wavenumber spectra

are averaged from 77 to 83 km to show the relative spatial energy distributions among the

6 cases, with the 5 FS cases converging to near-identical spectra at ∼ 8.5TB when the tur-

bulence has evolved. At each point in time, the wavenumber spectra exhibit a falloff scale

marked by a sharp reduction in PSD amplitude at the high wavenumber end of the spectrum.

For fully-evolved turbulence, this scale corresponds to ∼ l0, which marks the transition from

the −5
3

slope of the inertial subrange to the sharper exponential cutoff of the viscous sub-

range (Tatarski, 1961). Dashed lines indicating slopes of −5
3

and −7 (an approximate slope

for the viscous subrange from Heisenberg (1948)) are shown in the 8.5TB panel for reference.
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With similar ε for each case, the falloff scale indicates the smallest energy-containing scale

at a given time, providing a temporal comparison of how far the turbulence evolution has

progressed for each case. By 5.5TB, all 5 FS cases have more evolved turbulence than Case

1, with the two negative U z cases (5 and 6) having smaller energy-containing scales than

Cases 2 to 4 accompanying their earlier instability onset. By 6.5TB, the strong solenoidal

tendencies in Case 2 have produced more evolved turbulence than the two positive U z cases,

placing the falloff scale for Case 2 midway between those of Cases 3 and 4 (positive U z)

and Cases 5 and 6 (negative U z). By 7.5TB, the active turbulence evolution in all 5 FS

cases begins to converge on the eventual spectrum seen at 8.5TB, where the ∼ −5
3

slope

region indicates an approximate inertial subrange of ∼ 80 to 1000 m. The shift to a steeper

exponential slope marks the transition to the viscous subrange, with an approximate l0 of

∼ 80 m.
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Figure 7.20: Normalized PSD plots of the u′ horizontal wavenumber spectra averaged about the
FS altitude as turbulence evolves in all 6 cases. The final panel at 8.5TB shows the turbulent energy
cascade imposed by the LES scheme, with −5

3 and −7 slope lines shown for reference to identify an
inertial subrange of ∼ 80 − 1000 m and a viscous subrange for spatial scales less than l0 ∼ 80 m.
With similar ε values for Cases 2 to 6, the falloff scale in each wavenumber spectrum shows how
far turbulence has progressed for each simulation at a given point in time.

It is worth noting that for each panel in Figure 7.20 before 8.5TB, the case order from

largest to smallest falloff scale is identical: Case 1, Case 3, Case 4, Case 2, Case 5, Case 6.

A closer evaluation of these relationships yields the following conclusions: 1) The presence

of any FS type or orientation accelerates the tendency for instabilities and turbulence for

a background GW of large amplitude. 2) For a given initial wind profile, adding N2 FS

(Cases 2,4,6, relative to Cases 1,3,5, respectively, i.e. dashed vs. solid lines) accelerates the
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evolution of small scale features despite having larger initial Rimin, increasing the baroclinic

sources and intensities of small-scale vorticity that drive instabilities and GW dissipation. 3)

For a given initial N2 profile, adding negative U z FS (Case 6 relative to Case 2) accelerates

small scale feature evolution while adding positive U z (Case 4 relative to Case 2) slows it

down, owing to the constructive and destructive superposition of ζy tendencies that amplify

negative U z or reduce positive U z and the vortical effects imposed by the N2 FS, as discussed

above. 4) U z FS has a more dominant impact on the degree of scale progression acceleration

than N2 FS-adding ±U z FS to the N2 FS (Cases 4 and 6 relative to Case 3) drastically

shifts the scale energy distribution, whereas adding N2 FS to the ±U z FS (Case 4 relative to

Case 3, Case 6 relative to Case 5) produces a relatively smaller decrease in the falloff scale

at a given time. As seen above, this behavior is also apparent in the instabilities, as the two

cases for each U z FS orientation form initial vortices with matching orientation and ζy sign.

Figure 7.21 shows the ∆U evolution for Cases 1 to 6, with the final profiles shown

together at 10TB. All 5 FS cases have distinguishing features both in their time evolution

and their final profiles. In the absence of U z FS, Case 2 bears the most resemblance to Case

1, having near identical time evolution up to 6TB when instability onset occurs. Though the

inclusion of N2 FS in Case 2 results in a distinct final ∆U profile relative to Case 1, adding

N2 FS to either U z FS Case (Cases 4,6 relative to Cases 3,5) does not produce any distinctive

change to the final ∆U state. The two positive U z cases both exhibit increased ∆U above

80 km, while the two negative U z cases exhibit decreased ∆U above 80 km. These behaviors

are a consequence of positive U z influence on GW propagation, where positive (negative)

U z increases (decreases) the GW vertical group velocity and facilitates greater (reduced)

momentum flux of the GW as it moves above the FS altitude. In the negative U z cases, the

GW effects are amplified at and below the FS layer as the GW takes longer to propagate

through the initial negative shear than through the initial wind profiles in Cases 1 to 4,

contributing to earlier vorticity buildup and instability onset in those cases. Though wind

deceleration above 80 km lags in Case 1 relative to the positive U z cases in the absence of
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accelerated vertical group velocity, the GW eventually produces a comparable ∆U at 85 km

as GW propagation continues in the absence of instability. All 5 FS cases develop regions of

increased ∆U near 70 km at 8TB as a region of predominantly negative ζy accumulates at

the interface of the downward expanding turbulence.

Figure 7.21: ∆U/U0 evolutions for Cases 1 to 6, with the profiles of all 6 cases at 10TB together
in the right panel. The distinctive features which develop early on at the FS altitude are retained
in the final ∆U/U0 profiles, suggesting that the energy contributions of successive instabilities
preferentially align with the vortical tendencies imposed by the initial FS. The depths of the shear-
induced features in Cases 3 to 6 are an order of magnitude larger than their initial FS depths,
demonstrating that the influence of GW-FS interactions on background wind evolution is greater
than previously thought, even for relatively small layer depths and initial amplitudes.

The most pronounced ∆U deviation from Case 1 occurs at the initial FS altitude, where

Cases 3 and 4 (positive U z) exhibit a local reduction in ∆U and Cases 5 and 6 (negative

U z) exhibit a local increase in ∆U in the 10TB profiles from Figure 7.21. This behavior

traces back to the evolution of the dominant ζy structures, where accumulated influence of

the prevailing positive (negative) U z determines the slope of the induced wind to create an

amplified local reduction (increase) in ∆U as the GW dissipates and transfers momentum
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to the background wind. The ∼ 5 to 7 km depths of these excursions are an order of

magnitude larger than the initial FS, with 30m/s ∆U amplitudes three times larger than

the velocity difference (U1 − U0) imposed by the initial FS. The scale increase of the ∆U

impacts of the final states cannot be emphasized enough; even with benign initial FS depths

and amplitudes, GW-FS interactions have the potential to generate lasting, GW-scale wind

features with consequences for subsequent GWs in the MLT.

7.4 Expanding on Previous Findings

These results build on the many cases of observed and simulated GW-FS interactions

by providing a comprehensive analysis of the instabilities and induced influences produced

by GW propagation through isolated FS having different compositions. While previous

studies emphasize the potential for FS to produce instabilities and influence the altitude

of GW breaking, none have attempted to diagnose the unique behaviors associated with

different FS superpositions and orientations and the resulting GW momentum deposition.

High resolution DNS simulations to date provide accurate turbulence characterization but are

generally constrained to thin, vertically periodic domains, whereas deep, coarsely-resolved

simulations diagnose GW dynamics over broad altitude ranges at the expense of accurate

energetics and turbulence descriptions at small scales. Simulation results presented here

utilize a deep domain with high resolution and LES, enabling the characterization of large-

scale GW breaking implications to an environment representative of the MLT with accurate

FS evolution and turbulent energetics. It is worth noting that shear and stability FS observed

in the MLT often have much larger magnitudes than those examined in this study (see e.g.,

Cao et al., 2016; Bossert et al., 2015, 2016; Fritts et al., 2014b); that GW propagation through

relatively weak FS produces such significant impacts on the tendencies for GW dissipation

and momentum deposition suggests that such events in the atmosphere having comparable

or stronger FS features will have comparable or larger impacts on GW propagation and

momentum transport and deposition.
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Agreeing with the findings of Fritts et al. (2009a), the results of this study confirm

the tendency to form GW-scale instabilities with much thinner initial layers of reduced

amplitude, and further evaluate the instability morphologies for different layer compositions.

Fritts et al. (2009a) also found that the dynamics of GW-FS interactions are orientation-

dependent, much like the findings of Heale and Snively (2015) regarding high-frequency GW

filtering by IGWs, and the results presented here expand on these findings by diagnosing the

consequences of layer directionality and how they influence the background wind.

The results of this study further benefit from anelastic modeling enabling a larger

vertical domain, having more direct relevance to dynamics in the MLT. Similar studies by

Heale and Snively (2015) and Heale et al. (2017) have employed domains that were sufficiently

large to represent accurate GW propagation in the MLT, but the simulations were resolution-

constrained in a 2D domain with 500 m grid resolution, allowing no characterization of

smaller-scale instability dynamics that might otherwise have arisen. Simulations in this

study improve on these limitations by utilizing an 85 km vertical domain with resolved

scales in 3D down to 10 m at 80 km, such that they are able to characterize 3D instability

evolutions extending to turbulence scales in representative MLT environments.

In a recent two-part study, Fritts et al. (2018a) and Fritts et al. (2018b) simulated

GW propagation into a mesospheric inversion layer (MIL), imposing a 100% amplitude N2

enhancement and deficit below and above 80 km, yielding a 10 km MIL with an adiabatic

layer on top. They identified important baroclinic influences on the vorticity evolution ac-

companying the initial instabilities, and they provided an extensive analysis of the turbulent

energy dissipation and associated dynamics and fluxes. However, they did not consider ad-

ditional influences of U z on their imposed N2 FS. To our knowledge, the present study is

the first evaluation of combined U z and N2 FS impacts on GW propagation.
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7.5 Summary

Results reported here describe responses for GWs propagating through shear and/or

stability FS at 80 km to study the impact of FS characteristics on GW propagation, in-

stability dynamics, and enhanced dissipation in the MLT. Case 1 establishes the baseline

propagation characteristics for a HFGW in a uniform background, where the GW exhibits

1) SA onset after ∼ 4TB, which accelerates c in the direction opposed to GW propagation

above 80 km and kinks the phase structure; 2) separation of u and w phase alignment be-

tween increased and decreased λz; 3) progression of w′ amplitude modulation down from the

altitude of the initial shift in λz, which manifests as changes in the GW momentum flux and

ultimately the induced wind; and 4) amplitude-modulated wind profiles with perturbations

that diminish with time, leaving a nearly-uniform ∂U
∂z

at 10TB with maximum induced ∆U at

85 km. In the absence of initial FS, GW propagation continues past 10TB without producing

any local instabilities.

Distinctive behaviors in Cases 2 to 4 can be traced to unique influences of N2 and

positive U z FS. N2 FS in Case 2 produces negative ζy below the initial layer and positive

ζy enhancement to vertically aligned features as the FS rotates, with accelerated instabil-

ity formation and initial counterclockwise vortices at the bottom of the resulting vorticity

structure. Positive U z FS in Case 3 produces a large region of positive U z above the initial

layer and a relatively smaller initial vortical structure, with slower instability formation and

initial clockwise vortices at the top of the resulting vorticity structure. Case 4, with both

positive U z and N2 FS, produces a combination of these effects, having instability character

determined by the positive U z FS and stronger vorticity with more rapid instability onset

driven by the solenoidal tendencies induced by the N2 peak.

The prominent features of Cases 5 and 6 help to distinguish between the effects of

negative and positive U z FS, and they reinforce the distinctions between N2 and U z FS

influences in Cases 2 to 4. The negative U z FS in both cases develops strong negative
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ζy sheets below the initial FS and weaker positive ζy sheets above, producing initial large

vortices on the intensified negative U z and smaller vortices on the upper positive ζy sheet

at the same time. As with the comparison of Case 4 and Case 3, the heightened baroclinity

from the added N2 layer in Case 6 intensifies the vertically aligned positive ζy sheet and

accelerates instability evolution relative to Case 5. Negative U z FS in both cases produces

similar vortical tendencies to Case 2, but the initial instabilities evolve earlier and occur

simultaneously above and below the layer. The qualitative similarity between Cases 5 and 6

again suggests that U z FS plays a larger role in the vortical evolution of the flow while N2

FS encourages earlier evolution of small scale features without altering the larger vortical

structure.

The unique evolutionary characteristics of the GW-FS interactions in Cases 2 to 6

culminate in several important implications for the local environment, both in terms of

sustained impacts of the final states and at finite time scales where transient distinctions are

important. The smallest energy-containing scales at each time identify how far each case

has progressed in its turbulence evolution, showing how the superposed vortical tendencies

of each FS component delay or accelerate the onset of turbulence. The locations and relative

intensities of dominant features in ζy clearly impact the GW momentum flux contributions

to the background flow and largely dictate the lasting features that form in the induced

wind. The locations of sustained features in the induced wind are determined by U z FS,

where the ∼ 30 m/s amplitudes and ∼ 5 to 7 km depths dwarf the benign magnitudes of

the initial FS forcing.
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Gravity Wave Propagation through an Evolving Inertial Wave in the MLT

This Chapter presents a simulation study characterizing the propagation of a HFGW

through an evolving IGW background, an event observed by lidar and AMTM instruments

at ALOMAR, Norway (69N, 16E). The variable environment posed by the background IGW

can be perceived as a series of shear and temperature layers of various amplitudes and

depths, each having direct physical consequences to the GW’s intrinsic characteristics in

a manner similar to the isolated layer interactions described in the previous chapter. The

time-evolving background changes the propagation dynamics for the HFGW throughout the

duration of the event, producing what appears to be intermittent propagation of the same

GW at distinct times in the AMTM data. This case study provides a prime opportunity to

explore the dynamics of transient GW propagation in a variable large-scale background, an

environment which has only been considered in idealized simulation studies and cannot be

characterized by current mesoscale models.

This event presents a challenging case to interpret without the aid of numerical simu-

lations, as there are two critical discrepancies in the observed GW behavior between the two

instruments:

(1) The AMTM observes intermittent GW propagation over the event, whereas the lidar

data indicates that the GW should be present at the AMTM altitude through the

full duration of the event; and

(2) The intrinsic characteristics of the GW identified in the AMTM indicate that it
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should encounter a 6 km evanescent region immediately below the AMTM altitude,

yet the AMTM shows GW phase motion indicative of GW energy passing through

the AMTM and reaching higher altitudes, suggesting propagation dynamics that

defy linear Ray Theory assumptions.

The goal of the simulation study for this event is to resolve these two discrepancies in the

observations and ascertain the dynamics of the GW propagation that can explain these

phenomena. Simulations of this data utilize the anelastic code’s capacity to contextualize

these measurements beyond their spatial and temporal constraints to explain their under-

lying dynamics. Data from the AMTM show the horizontal wavelengths, horizontal phase

speed, and orientation of the GW with respect to the background winds. Lidar wind and

temperature profiles show the evolution of the background IGW, and filtered profiles of the

lidar data identify the vertical phase structure and perturbation amplitudes of the HFGW

activity. These two datasets together provide the necessary parameters to simulate the GW

propagating through this background environment and discern its underlying behavior.

The Chapter is organized as follows: The observational characteristics for this event

are described in Section 8.1, including AMTM and lidar data in Sections 8.1.1 and 8.1.2,

respectively. The simulation results are presented in Section 8.2, including the simulation

methodology in Section 8.2.1, an overview of the whole event duration in Section 8.2.2, and

the behavior at the times of the four distinct propagation regimes in the AMTM data in

Sections 8.2.3 through 8.2.6, respectively. A summary of the findings and their implications

is given in Section 8.3.

8.1 Event Characteristics Determined from Observations

On 21 January 2015, a sodium resonance lidar and advanced mesospheric tempera-

ture mapper (AMTM) observed intermittent propagation of a HFGW through an IGW over

ALOMAR, Norway. The ALOMAR observatory is located at 69.3o N latitude, with a cor-
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responding inertial frequency of f = 1.364 ∗ 10−4s−1 and an inertial period of 12.8 hours.

Given that f is much higher than near equatorial latitudes, propagating GWs satisfying

f < ω < N fall into a narrower range of frequencies than those at lower latitudes. The

AMTM and lidar instruments used in this study are described in Chapter 4.

8.1.1 AMTM

The AMTM observations are shown at ∼21 Universal Time (UT), ∼23 UT, and ∼24

UT in Figure 8.1, where a HFGW of roughly identical wavelength, phase speed, and orien-

tation is visible at ∼21 to 22 UT and then again at ∼24 to 25 UT. From ∼22 to 23 UT,

small-scale features of several sizes and orientations cover the entire domain, and the GW

phase structure is not visible. These features commonly indicate a superposition of linear

wave instabilities that arise as a consequence of local forcing variations, and they indicate an

evolution toward small-scale turbulence occurring beyond the observable resolution of the

AMTM.

Figure 8.1: AMTM images from ∼21 UT, ∼23 UT, and ∼24 UT. GW phase structures with
similar propagation characteristics are visible at ∼21 UT and ∼24 UT.

GW parameters derived from the AMTM observations are shown in Figure 8.2, taken

at ∼21 UT when the GW is propagating. When observed at ∼21 UT, the propagating

GW has a horizontal wavelength of λx = 19 km (panel 1), with an observed phase speed

of c = 15m/s to the northwest calculated from phase motion between successive AMTM

images. The corresponding GW perturbations observed in the lidar data should have a



www.manaraa.com

84

period of 19000 m
15m/s

= 21 min. The peak temperature perturbation amplitude of the observed

GW is ±3K, shown in panel 2, though the amplitude may be reduced by averaging of the

OH layer. OH density measurements from the nearest Sounding of the Atmosphere using

Broadband Emission Radiometry (SABER) satellite overpass (panel 3) show the center of

the OH layer at 86 km, indicating the approximate altitude of the AMTM data.

Figure 8.2: Propagating GW parameters derived from (a). the AMTM OH brightness intensity,
which shows the movement of GW phase structures; (b). AMTM OH temperature fields, which
show temperature perturbation amplitudes corresponding to the GW; and (c). SABER OH layer
altitude as indicated by the nearest SABER satellite overpass. The respective GW parameters are
labeled beneath each plot.

8.1.2 Lidar

Hourly-averaged wind and temperature profiles from the sodium lidar are shown in

Figure 8.3, with the approximate AMTM altitude shown in red. The wind vector U is a

projection of the wind magnitude in the plane of the GW propagation calculated from the N

(meridional) and E (zonal) wind components, where positive U points toward the Southeast

and the GW propagation direction is upwind (negative U). Winds are spliced together with

wind data from the Saura MF radar to extend the data below 70 km. A large region of

descending negative shear is visible above the AMTM for the full duration of the event, with

an additional region of negative shear visible below the AMTM altitude from ∼19 to 21 UT.

Given that the GW will see a critical level where U ≤ −15m/s, there’s a high potential for

intermittent filtering of the GW through this event.
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The total wind field and temperature fields measured by the lidar are shown in Fig-

ure 8.4, with a seven hour filter applied to the winds in the left panel and no filter applied

to the temperature data in the right panel. Winds in the left panel are spliced together

with wind data from the Saura MF radar to extend the data down to 65 km. With a seven

hour filtering period, an IGW is clearly visible in the upper region of the sodium layer, cor-

responding to the descending negative shear seen above 90 km in the hourly wind profiles.

The temperature field shows many high frequency perturbations throughout the observa-

tional period which could account for the small-scale features observed in the AMTM from

∼22 to 23 UT.

Figure 8.3: Lidar wind (top) and temperature (bottom) profiles for the event. U is projected to
have the positive direction pointing to the southeast. The red line at 86 km shows the approximate
center of the OH layer, indicating the altitude region visible in the AMTM.

Knowing the vertical wavelength and observed horizontal phase speed of the GW, the

intrinsic frequency ω can be calculated from the lidar wind profiles as

ω = k(c− U) =
2π

19000 m
(U + 15m/s) (8.1)
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Figure 8.4: Sodium lidar and Saura wind measurements (left) and lidar temperature measure-
ments (right). The wind data is filtered to emphasize the 7 hour IGW above 80 km, and the
temperature data is unfiltered to show the higher frequency components present throughout the
event.

The Brunt-Vaisala frequency N can also be calculated from the lidar temperature profiles

as

N2 =
g

T

(
∂T

∂z
+ Γ

)
(8.2)

where Γ is the lapse rate. Figure 8.5 shows the ω and N profiles calculated from the lidar data

for each of the hourly averaged profiles. Each altitude range is color coded to indicate the

expected propagation characteristics: green for vertical propagation, yellow for evanescence,

i.e. ω > N , and red for critical level filtering above altitudes where ω → 0, i.e. U = c. ∼19

UT and ∼20 UT profiles both have a critical level below the AMTM, making it unlikely for

the GW to reach AMTM altitudes prior to ∼21 UT. The AMTM also appears to be in an

evanescent region from ∼19 to 21 UT, making it likely that the GW observed at ∼21 UT is

seen at a slightly higher altitude where ω < N and phase motion would be visible within the

FWHM extent of the OH layer. Looking at the ∼21 UT ω profile, the GW in the AMTM

is likely observed with 0.008 ≤ ω ≤ 0.016s−1, with a corresponding vertical wavelength of

λz ∼ 10 to 30 km.

The ∼30 minute filtered lidar temperature perturbations are shown in Figures 8.6.
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Figure 8.5: Hourly-averaged profiles of ω and N from the sodium lidar (80 to 105 km) and Saura
data (70 to 80 km), with altitude ranges color-coded to indicate regions of GW propagation (green),
evanescence (yellow), and critical level filtering (red).

Perturbations were obtained by subtracting the average background temperature at each

altitude, and applying a bandpass time filter with 40 dB stopbands for periods less than 4

minutes and periods greater than 70 minutes. The lidar temperature amplitude at ∼21 UT

is comparable to the AMTM, but higher temperature amplitudes of ±8K are also observed

at 80 km and 90 to 94 km in the east beam, suggesting higher temperature amplitudes in the

initial GW that are diminished at 86 km where evanescence is predicted by the lidar wind

profiles. The reappearance of higher amplitudes above the evanescent region suggests that

the GW reaches higher altitudes by tunneling through the evanescent region. The filtered

temperature perturbations over the whole event duration show no obvious intermittency in

the GW signature from ∼20 to 25 UT, suggesting that the GW source is continuous despite

not being visible in the AMTM from ∼22 to 24 UT. The lidar also shows higher temperature

amplitudes below the AMTM altitude range at ∼23 UT, indicating the potential for partial

GW reflection below the evanescent region indicated in Figure 8.5.

The local Ri must be considered to evaluate the potential for instabilities from ∼22

to 23 UT. While a single wind profile is calculated from the north and east beams, each

beam has its own temperature profile, leading to different Ri profiles for each beam. Ri
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Figure 8.6: Lidar temperature perturbations from the north and east beams with ∼30 minute
bandpass filtering applied. GWs matching AMTM characteristics at ∼21 UT occur continuously
from ∼20 to 25 UT, with amplitude variations suggesting regions of evanescence and tunneling
behavior at the altitudes indicated by the temperature profiles.

calculated from the lidar data is shown in Figure 8.7 for the north and east beams, as well as

the average of the two. All three plots show the tendency for convective or shear instabilities

just above 86 km at ∼22 UT, likely explaining the instabilities seen in the AMTM. Both

individual beams also show Ri < 0 at ∼23 UT, but owing to the altitude offset between these

observations, the instability tendency does not appear in the averaged Ri. Because the east

and north beams are each pointed 20 degrees off zenith, there is a ∼80 km horizontal offset

between the two beams at 86 km, creating the potential for an extended instability region to

be observed at different altitudes in each beam, i.e. along the slanted phase of a GW. This

suggests a high degree of localization to the instability dynamics such that while appearing

domain-wide in the AMTM, they may not be widespread-enough to stop GW propagation

through the AMTM region. Bearing this in mind, the temperature profile from one of two

beams, rather than the average, is used to evaluate the GW propagation from ∼22 to 23 UT

to address the potential for local instability dynamics.

The localized ω and N profiles derived from 30-minute averaged profiles and a single
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Figure 8.7: Ri from lidar winds and temperatures, showing convective (negative Ri, shown in
black) and shear (positive Ri < 0.25, shown in purple) instability tendencies from ∼21 to 23 UT.
That convective Ri occurs at different altitudes in East and North beams suggests horizontally
localized instability conditions that do not cover entire AMTM domain.

beam temperature are shown in Figure 8.8 for ∼22 to 23 UT. Given the timescales of Ri

evolution, the background profiles used for simulations at ∼22 UT and ∼23 UT employ 30

min filtering rather than 60min filtering to capture the instability tendency in these regions.

At ∼22 UT, the strong negative shear at the AMTM altitude creates a high likelihood for

shear instabilities, and with a critical level immediately above the layer it is expected that

local propagation at this time will be constrained just above the AMTM. The ∼23 UT

profile, calculated from the east beam only, shows an overturning region of near-constant

density (N2 → 0) just below the AMTM that will likely generate convective instabilities.

8.2 Event Characteristics Determined From Simulations

The model domain extends 19 km (one GW λx) in the streamwise (x) direction, 0.5 km

in the spanwise (y) direction, and from 20 to 120 km in altitude (z). The domain employs

periodic horizontal boundary conditions and a 10 km sponge layer at the top of the vertical

domain, capping the useable domain at z = 110 km. The code is executed on Department

of Defense high performance supercomputers with a 2-D (Nx,Ny,Nz) = (512, 1, 1024) grid,

having streamwise grid resolution of ∆x = 40 m and a power-law stretched vertical mesh with
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Figure 8.8: As in Figure 8.5 for the 30-minute averaged profiles at ∼22 UT and ∼23 UT. Tem-
perature data from a single lidar beam is used in order to include the horizontally localized N
values that occur at different altitudes in the lidar beams. The profiles reveal shear (∼22 UT) and
convective (∼23 UT) instability conditions near the AMTM altitude.

(∆zmax,∆zmin) = (300 m, 30 m). The vertical grid employs a stretch factor of γ = 0.004

symmetrically about the region of highest resolution at z = 85 km. Simulation runs in

Section 8.2.5 use a refined 3-D mesh employing (Nx,Ny,Nz) = (512, 32, 1024) over the

domain with a moderately enhanced stretch factor of γ = 0.006, yielding spanwise grid

resolution of ∆y = 15 m and (∆zmax,∆zmin) = (400 m, 14 m) vertical grid resolution, with

symmetrical stretching about the potentially turbulent regions at z = 84 km.

8.2.1 Methodology

In order to evaluate the GW propagation dynamics observed in the AMTM and lidar,

GWs are initialized with the parameters identified in the AMTM and allowed to propagate

through the wind and temperature profiles from the lidar. The GW is initialized with a

gaussian half-depth of 10 km centered at 50 km so it can propagate naturally up to the

AMTM altitude. The wind profiles are extended down to 70 km by smoothing the lidar

data to the local Saura winds. The initial GW parameters are (λx, co, ω0) = (19 km,
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−15m/s, 0.008 : 0.002 : 0.016s−1), where ω0 is set by the background wind at 50 km. The

wind and temperature profiles from the lidar and Saura data are fit together with a sum

of sine function and implemented in the code in the manner described in Chapter 6. The

initial GW amplitude is set to have perturbations of ±8K at 80 km as observed by the

lidar. GWs with all 5 ω0 are simulated to propagate through each set of 7 hourly profiles, to

simulate the evolving IGW background without requiring a wide enough domain to resolve

the full IGW. Simulations are capped at 1 hour durations to analyze the general propagation

characteristics of the GW over the event. As noted by Heale and Snively (2015), using 7

stationary background profiles to represent the IGW will diminish some of dynamics induced

by the continuous movement of the IGW phases, but it enables higher domain resolution

of O(20m) to evaluate the evolution of fine scale features in the data. The simulations are

primarily 2D, with the 3D spanwise domain extended to 0.5 km and LES only needed for

the ∼22 to 23 UT simulations.

8.2.2 Event Overview

The phase structure of the simulated GWs is shown for ω0 = 0.008s−1 and ω0 =

0.016s−1 in Figures 8.9 and 8.10, respectively, for propagation through each of the hourly

averaged background profiles from the lidar observations. Both GW frequencies show the

same locations of critical levels (λz → 0, near-horizontal phase lines) and evanescent regions

(λz →∞, near-vertical phase lines) for each profile, verifying that the propagation dynamics

are self-similar for the full range of likely GW frequencies in this event. At ∼19 UT and

∼20 UT, both simulation results show critical level filtering below the AMTM, confirming

that the GW should not be visible in the AMTM at these times. At all other times, the

GW appears to continue propagating through the AMTM altitude until it is filtered out

by the descending region of negative shear corresponding to the -U phase of the IGW. The

phase structure at ∼21 UT shows the GW in an evanescent region at the AMTM, with

higher amplitudes above and below that match the filtered lidar observations. From ∼21
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to 25 UT, the GW reaches AMTM altitudes, despite the AMTM showing only small-scale

features spread throughout the domain at ∼22 UT and ∼23 UT. Since simulations through

the hourly averaged profiles at ∼22 UT and ∼23 UT do not show any of the small-scale

features observed in the AMTM, simulations initialized with the profiles from Figure 8.8

are used for direct comparisons with the observational data (see next section). Since the

lidar data also shows a continuous GW signature from ∼22 to 23 UT, it is possible that

the features observed in the AMTM could be advecting through the domain such that they

obscure, rather than prevents, GW propagation at these times. This possibility will be

discussed more below.

Figure 8.9: Simulated θ′/θ fields showing how the GW phase structure varies with altitude for
a GW initialized with ω0 = 0.008s−1 when propagating through the lidar wind and temperature
profiles. Simulations indicate that a GW with the characteristics observed at ∼21 UT should be
able to reach AMTM altitudes from ∼21 to 25 UT.

Figure 8.11 shows the θ′/θ fields for all five ω at the same elapsed time for the ∼21 UT

profile simulations. GWs with all five ω0 produce the same altitude-dependent evanescent

regions and critical levels, but distinguish themselves in several important ways. Higher

frequency GWs have higher amplitude temperature perturbations and more energy buildup

at critical layers. This accelerates the progression of tunneling through the evanescent region

around 80 km, produces a larger amplitude at 90 km at earlier times, and hastens the de-

velopment of reflection at the bottom of the evanescent region near 70 km, which eventually
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Figure 8.10: As in Figure 8.9 for a GW initialized with ω0 = 0.016s−1. Similarities with Figure 8.9
indicate consistent altitude-dependent propagation characteristics for the full range of tested GW
ω0 values, with higher amplitudes producing sharper vertical gradients at higher ω0 that could
generate instabilities.

occurs for smaller ω0 at later times. As a consequence of their larger amplitudes, higher-ω0

GWs produce larger vertical gradients of temperature and wind in regions where the back-

ground sharply changes, resulting in lower local Ri that increase the likelihood of instability

formation in these regions. If the GWs are the source of the small-scale features observed in

the AMTM from ∼22 to 23 UT, the GW ω0 is more likely closer to 0.016s−1 than 0.008s−1.

Figure 8.11: θ′/θ GW phase structure shown at the same elapsed simulation time for all five ω0

GWs propagating through the ∼21 UT lidar profiles. Larger ω0 GWs develop reflection at earlier
times and have higher amplitude buildup below evanescent regions.
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A side-by-side comparison of the lidar-derived ω and N evolution, the simulation results,

and the AMTM and lidar observations will now be shown in the time-regions outlined by

the event observations to diagnose GW behavior at each stage in the event.

8.2.3 19 to 20 UT: Filtering

The simulated and observed GW parameters for ∼19 UT and ∼20 UT are shown in

Figures 8.12 and 8.13, respectively, including lidar-derived ω and N profiles (left panel),

θ′/θ phase structure for the simulated GW with ω0 = 0.008s−1 and 0.016s−1 (middle panel),

and the AMTM observations (right panel). At ∼19 UT, the critical level visible in the

lidar profiles cuts off GW propagation above 79 km such that the simulated GW does not

reach AMTM altitudes. By ∼20 UT, the critical level has diminished, allowing partial GW

transmission into the evanescent region at later times in the simulation. AMTM observations

show scattered small-scale features but no sign of GW activity, agreeing with the predicted

dynamics from the simulation.

Figure 8.12: ω regimes at ∼19 UT showing propagation (green), evanescence (yellow), and ω <
0 (red); simulated θ′/θ fields showing no GW transmission through critical level; and AMTM
intensity.

8.2.4 21 UT: Propagation

The simulated and observed GW parameters for ∼21 UT are shown in Figure 8.14,

including lidar-derived ω and N profiles (panel 1), θ′/θ phase structure for the simulated
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Figure 8.13: As in Figure 8.12 for ∼20 UT. Simulated θ′/θ fields indicate partial transmission of
GW energy through the critical level at later times, with no coherent GW phase structure visible
in the AMTM.

GW with ω0 = 0.008s−1 and 0.016s−1 (panels 2 and 3), the filtered lidar temperature fields

(panel 4), and the AMTM observations (panel 5). Here the coherent GW phase structure

is visible in the AMTM where the lidar profiles identify an evanescent region. For both low

and high ω0, the GW tunnels through the evanescent region, accumulating amplitude at the

near-critical level at 90 km before experiencing critical level filtering at 98 km. At later times,

GW reflection occurs at the bottom of the evanescent region as most of the GW amplitude

has passed through. Lidar temperature fields show the same higher amplitude regions occur

near ∼80 km and 94 km, and the phase structure matches that of the simulation, indicating

that the propagation dynamics are well-captured by the simulation parameters.

Figure 8.15 shows the vertical flux of the horizontal momentum, -< u′w′ >, for both

low and high ω0. Both simulations show similar patterns of propagation behavior, with

reflection at the bottom of the evanescent region occurring shortly after tunneling and a

slight delay before the GW can propagate through the near-critical level at 90 km. Doubling

the frequency results in an approximate 2x increase in vertical group velocities, with the

GW producing the same behavior in roughly half the time for the high frequency case.

The increased momentum flux (and corresponding GW perturbation amplitudes) above and

below the evanescent region are confirmed by the filtered lidar perturbations in Figure 8.14.
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Figure 8.14: ω regimes at ∼21 UT showing propagation (green), evanescence (yellow), and ω < 0
(red); simulated θ′/θ fields showing no GW transmission through the critical level; filtered lidar
temperature perturbations; and AMTM intensity. θ′/θ fields from the simulations and lidar data
show GW tunneling through the evanescent region at AMTM altitudes, with phase structure show-
ing propagation above and below the evanescent region.

Figure 8.15: GW momentum flux divided by density for low and high ω0, showing indications of
tunneling and reflection at the evanescent layer.

8.2.5 22 to 23 UT: Instabilities

The simulated and observed GW parameters for ∼22 UT and ∼23 UT are shown

in Figures 8.16 and 8.17, respectively, including lidar-derived ω and N profiles (panel 1),

θ′/θ phase structure for the simulated GW with ω0 = 0.008s−1 (panel 2), the vorticity for

ω0 = 0.016s−1 (panel 3), the filtered lidar temperature fields (panel 4), and the AMTM

observations (panel 5). ω profiles obtained from the 30-minute averaged background profiles

show a narrow altitude range of strong negative shear (indicated by decreasing ω) between

an evanescent region (ω > N , 81 to 84 km) and a critical level (ω → 0, 87.5 km). For the
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ω0 = 0.016s−1 simulation, the amplitude accumulation in this region, immediately below

the critical level, generates Kelvin Helmholtz instabilities with prolonged GW propagation,

providing one potential explanation for the instabilities seen in the AMTM at this time.

At ∼23 UT, weak instabilities only form for the largest ω0 = 0.016s−1 below the mixing

region with near-uniform density (N2 → 0) at 85 km. Little of the GW amplitude is able to

tunnel through the N2 = 0 region until much later times in the simulations, such that this

region of N2 = 0 could locally reduce the appearance of the GW in the AMTM. The thin

evanescent layer below generates GW reflection, so this could also reduce the GW presence

at the AMTM altitude. In the lidar data, higher GW amplitudes are observed from 84

to 85 km immediately below the layer suggesting a building of GW amplitude below the

evanescent region, yet none of these behaviors explain the small-scale features observed in

the AMTM at this time.

Figure 8.16: As in Figure 8.14 for ∼22 UT. Simulated θ′/θ fields indicate a critical level below
90 km, while vorticity (ζy) shows the potential for shear instability formation at later times with
larger initial ω. The obscured GW in the AMTM indicates instability formation.

Upon evaluating the behavior of the simulated and observed GWs from ∼22 to 23

UT, it seems unlikely the GW is producing the instability features observed in the AMTM

for several reasons: 1) The observed instability features occur in multiple orientations that

do not align with the direction of GW propagation as would be expected for KHI formed

by the GW. 2) The instability features span the entire AMTM field of view, whereas the
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Figure 8.17: As in Figure 8.14 for ∼23 UT. AMTM intensity shows EW-aligned instabilities at
at 86 km where the lidar has heightened T ′ amplitudes. Simulated θ′/θ fields show the potential
for instability development at 86 km where N2 → 0.

lidar profiles show instability conditions that are sufficiently localized to disagree between

the two beams, which are ∼80 km apart. Such local instabilities would not form coherent

structures large enough to span the full AMTM domain. 3) Instability features from ∼22

to 23 UT move to the east across the AMTM with time, such that they appear to be

advected by the background wind rather than propagating in this direction. 4) Filtered

lidar observations show no intermittency in GW propagation, and simulations through the

average lidar profiles from these times suggest that the GW is likely able to propagate up

through this region to the critical layer imposed by the IGW at higher altitudes. Despite the

potential for localized shear and convective instabilities to form at these times near 86 km,

the alignment and propagation of AMTM instabilities suggest the instabilities are advecting

through the AMTM domain rather than being generated by the GW.

8.2.6 24 to 25 UT: Propagation

The simulated and observed GW parameters for ∼24 to 25 UT are shown in Figure 8.18

for ∼24 UT and Figure 8.19 for ∼25 UT, including lidar-derived ω and N profiles (panel

1), θ′/θ phase structure for the simulated GW with ω0 = 0.008s−1 and 0.016s−1 (panels 2

to 3), the filtered lidar temperature fields (panel 4), and the AMTM observations (panel
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5). At ∼24 UT, the GW is observed in AMTM with the same orientation, λx, and c as the

GW observed at ∼21 UT. The GW amplitude is reduced in the evanescent region from 77

to 81 km, but the GW is able to tunnel through the evanescent region and exhibit larger

amplitude above at the AMTM altitude just below the critical level. These characteristics

are also observed in the filtered lidar perturbations, which exhibit higher amplitudes near 80

km and 84 km corresponding to reflection below the evanescent region and amplitude build

up below the descending critical level. The critical level just above the AMTM reduces GW

amplitudes above 86 km, but the reduced N2 peak below the AMTM at ∼25 UT also raises

the GW amplitude at the AMTM, producing less reflection that enables more of the GW

to reach the AMTM. The similarity to GW characteristics observed at ∼21 UT suggests

that the GW source is continuous from ∼21 to 25 UT, making advection (rather than GW

generation) the most likely source of the small-scale features observed from ∼22 to 23 UT.

Figure 8.18: As in Figure 8.14 for ∼24 UT. Simulated θ′/θ fields indicate propagation up to a
critical level above the OH layer where the GW is visible in the AMTM. GW characteristics in the
AMTM match observations from ∼21 UT.

8.3 Summary

Results presented here utilize numerical simulations to describe intermittent GW prop-

agation through an IGW, a 7 hour event observed by AMTM and lidar instruments over

ALOMAR, Norway. Complexities in the GW and environmental evolution lead to dynam-
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Figure 8.19: As in Figure 8.14 for ∼25 UT. The expanding critical level reduces θ′/θ amplitudes
at the AMTM altitude. AMTM intensity shows the GW signature slowly diminishing.

ical discrepancies between lidar and AMTM observations, where the AMTM observes GW

propagation above a lidar-identified evanescent region that should reflect the GW, and the

AMTM observes a 2 hour gap in GW propagation at times when the lidar observes continu-

ous propagation. Combining the GW and background characteristics from AMTM and lidar

observations, the anelastic model simulates the GW propagating through hourly background

profiles over the event to determine the dynamics behind the observational discrepancies.

Combining the propagating GW parameters observed in the AMTM and the IGW

background characteristics observed in the lidar profiles, the expected propagation charac-

teristics for the GW can be analyzed over the full event duration. N and ω profiles indicate a

critical level below the AMTM at ∼19 UT and ∼20 UT that prevents the GW from reaching

the AMTM. The profiles also indicate deep evanescent regions below the AMTM from ∼20

to 22 UT and at ∼24 UT, in addition to a narrow evanescent region at ∼23 UT. Linear

ray-tracing methods indicate that all of these evanescent regions should reflect the GW and

prevent propagation up to the AMTM altitude. N and ω only indicate linear propagation

characteristics up to the AMTM at ∼25 UT. Ri profiles from the lidar also show conditions

promoting localized instabilities at the AMTM altitudes from ∼22 to 23 UT.

Comparing filtered lidar wind and temperature profiles with AMTM observations, the
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observed GW propagation characteristics do not agree with the expected characteristics from

the background profiles. GW propagation is observed in the AMTM at ∼21 UT and ∼24 to

25 UT, whereas N and ω profiles only support linear propagation characteristics up to the

AMTM at ∼25 UT. Filtered lidar data shows continuous GW propagation from ∼21 to ∼25

UT, with phase structure and amplitude variations indicating tunneling through evanescent

regions at various times throughout the event.

Nonlinear simulations of GW propagation through lidar background profiles identify

the most likely explanations for the dynamics observed at each time. Simulations at ∼19

UT and ∼20 UT confirm that critical level filtering prevents the GW from reaching the

AMTM. ∼21 UT simulations confirm that the GW tunnels through the evanescent layer

to reach the AMTM, showing that lidar phase structure and amplitude variations are con-

sistent with the behavior of the simulations. ∼22 UT and ∼23 UT simulations through

hourly-averaged profiles indicate that GW propagation up to the AMTM should continue,

though simulations through the 30 minute averaged profiles also confirm the potential for

local instabilities. These behaviors support the lidar observations but do not reproduce the

widespread turbulence seen in the AMTM, suggesting that the observed small-scale features

must be advecting through the domain rather than being generated by the GW. Simulations

at ∼24 UT and ∼25 UT confirm the continued propagation of the GW up to the domain

where it is observed in both instruments.
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Gravity Wave-Fine Structure (GW-FS) Interactions Modeled with Resolution

Constraints

This Chapter presents a simulation study evaluating the behavior of GW-FS interac-

tions modeled with resolution constraints. Using Case 6 from Chapter 7 as a well-resolved

baseline case, simulations of the same GW and background profiles are run with the resolu-

tion scaled back from a minimum grid spacing of 15 m in the baseline case to 45 m, 200 m,

and 2000 m, roughly the highest horizontal grid resolution used in nested regions of current

mesoscale models such as those used in support of the DEEPWAVE campaign. Two viscos-

ity levels are employed at each reduced resolution to evaluate Re implications and facilitate

comparisons with mesoscale models. The goal of this study is to evaluate which parameters

are affected by reduced model fidelity and determine what, if any, relationships exist between

parameter evolution and both resolution and Re. The study also demonstrates the extent

to which poorly resolved models cannot characterize GW-FS interactions, making a strong

case for the use of better-resolved models and the inclusion of GW-FS parameterizations in

regions where such events are likely to occur.

Unlike most mesoscale models, the anelastic model used for these simulations is energy-

conserving and contains no artificial dissipation. As a consequence, under-resolved simula-

tions with the anelastic code can produce artificial responses near the Nyquist frequency that

would be damped out by numerical dissipation in other models. Once the flow is turbulent,

numerical artifacts are addressed by the LES implementation, but at earlier transitional
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stages, artifacts can lead to inconsistencies with mesoscale model runs at comparable resolu-

tions that limit the utility of a comparison. The raised viscosity simulations at each resolution

seek to address this potential discrepancy - the viscosity is raised for each under-resolved

simulation to an empirically-determined level that curtails the development of numerical ar-

tifacts, making a rough approximation of the dynamics that would be observed in mesoscale

models that employ numerical dissipation at comparable resolutions. Raised viscosity is a

somewhat primitive approximation for a numerical dissipation scheme, as modern imple-

mentations of essentially non-oscillatory (ENO) and weighted ENO (WENO) dissipation

schemes target oscillatory artifacts with a high degree of precision (see e.g., Harten et al.,

1987; Shu and Osher, 1988; Jiang and Shu, 1996). However, the methodology is adequate for

the purposes of this analysis. Having higher viscosity also reduces Re, adding an additional

constraint that can be evaluated for each resolution.

The Chapter is organized as follows: The physical parameters employed in this study

are defined in Section 9.1. Section 9.2 examines the deterioration of the primary vortical

and baroclinic source features in the initial instability evolution. Section 9.3 evaluates the

behaviors of peak amplitudes for parameters defined by coherent GW propagation (9.3.1)

and parameters defined by spatial gradients that characterize fine structures and instabili-

ties (9.3.2). Section 9.4 presents the large-scale implications to the induced winds and the

extrapolated parameter relationships with resolution. A summary of the findings and their

implications is given in Section 9.5.

9.1 Parameter Definitions

As in Chapter 7, the model domain extends 20 km (one GW λx) in the streamwise

(x) direction, 1 km in the spanwise (y) direction, and from 20 to 105 km in altitude (z).

The domain employs periodic horizontal boundary conditions and a 15 km sponge layer at

the top of the vertical domain, capping the useable domain at z = 90 km. The code is

executed on Department of Defense high performance supercomputers employing the grid
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configurations described in Chapter 6.5, having constant streamwise and spanwise resolution

in each case and the γ = 0.001 stretched vertical mesh of Chapter 7 surrounding a region of

constant grid spacing at 80 km.

All simulations are initialized with the GW parameters described in Chapter 7.1 and

background profiles for Case 6 as described in Table 7.1. The grid spacing, viscosity, and

imposed Re characteristics for the simulations in this study are shown in Table 9.1, where

(νturb, Returb) = (2.3, 5×105) as in Chapter 7. 15 m grid resolution was selected for a baseline

case in favor of the variable (x, y, z) grid spacing used in Chapter 7, matching the weakest

grid spacing constraint in all 3 dimensions to facilitate easier comparison with under-resolved

cases. The viscosity enhancements in Cases 3, 5, and 7 were determined through a series

of trials as the lowest viscosity needed to suppress numerical artifacts introduced with each

resolution decrease from the 15 m baseline case. With the simulations setup in this manner,

comparing Cases 2, 4, and 6 with Case 1 identifies changes to the parameter evolution as

a function of reduced resolution, while comparing Cases 3, 5, and 7 with Case 1 identifies

changes to the parameter behaviors that would be observed by comparable mesoscale models

with numerical dissipation. A comparison of cases at the same resolution (Cases 3, 5, and

7 relative to Cases 2, 4, and 6, respectively) identifies parameter behaviors that change as a

function of reduced Re.

Table 9.1: Background Parameters for Each Case

Case ∆xi [m] ν [m2s−1] → Re
1 15 νturb Returb
2 45 νturb Returb
3 45 30νturb Returb/30
4 200 νturb Returb
5 200 100νturb Returb/100
6 2000 νturb Returb
7 2000 1000νturb Returb/1000
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9.2 Cases 1 to 5: Instability Evolution and Vortical Deterioration

The vortical evolution of the flow and the corresponding evolution of baroclinic sources

and sinks reveal the consequences of reduced resolution and Re that develop for each FS case.

Figure 9.1 shows the initial FS layer evolutions in the spanwise vorticity (ζy) fields for Cases

1 to 5, and Figure 9.2 shows the corresponding baroclinic vorticity source ( 1
ρ2

(
∇ρ×∇P

)
y
)

fields at the same times. Both figures employ translating horizontal domains centered on

the main vortical structures to facilitate visual comparison. Note that plots from Cases 6

and 7 are omitted from these figures as their 2 km resolution breaks down the GW and FS

structures after only a few time iterations. Cases 6 and 7 do, however, exhibit meaningful

parameter amplitude relationships that are discussed below. Case 1 shows identical ζy feature

evolution to Case 6 from Chapter 7 (See Figure 7.13), while Cases 2 to 5 show several distinct

behaviors. Comparing Case 1 with Cases 2 and 4 (reduced resolution with the same νturb),

numerical artifacts in Cases 2 and 4 appear as oscillatory behaviors expanding out from the

rotated regions of the FS structure. These features initially occur at scales several times

larger than the grid resolution, generating preferentially from features in the flow that have

rotated from the initial orientation. Given that the initial FS includes an N2 layer, the

rotated regions have large horizontal θ′ gradients and corresponding baroclinic sheets in

Figure 9.2, suggesting that under-resolved dynamics related to baroclinic tendencies may

give rise to these oscillations. In spite of the numerical noise present in the FS evolution,

peak vorticity and baroclinic amplitudes in the FS region of Cases 2 and 4 remain roughly the

same as Case 1 until 5TB. The increased viscosity simulations in Cases 3 and 5 remove the

numerical artifacts present in Cases 2 and 4, with the consequence of significant amplitude

reduction of the dominant vortical features. That the vortical and baroclinic amplitudes are

more reduced in Case 5 relative to Case 3 further suggests a dynamical relationship between

parameter amplitudes and resolution.

The ζy fields accompanying the initial vortex formation are shown for Cases 1 to 5 in



www.manaraa.com

106

Figure 9.1: As in Figure 7.13 for Study 3 Cases 1 to 5. Under-resolved cases with baseline
viscosity exhibit numerical artifacts, while under-resolved cases with enhanced viscosity suppress
these artifacts with the added consequence of reduced ζy amplitudes.

Figure 9.2: As in Figure 7.14 for Study 3 Cases 1 to 5.
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Figure 9.3, at 1 minute increments. Case 2 reproduces both the larger vortex in the lower,

negative ζy sheet, and the smaller vortices in the higher, positive ζy sheet exhibited in Case

1, but it also includes a significant degree of numerical noise that has increased in amplitude

and decreased in scale from earlier times. Case 4 retains the shape of the large-scale vor-

tical structure from the higher resolution simulations, but numerical artifacts preclude the

coherent formation of either vortex structure present in the baseline case. Both Cases 2 and

4 exhibit reduced ζy amplitudes from those occurring in the smallest-scale vortical features

of Case 1, suggesting that their reduced resolution is constraining ζy amplitudes and those

of corresponding features in other affected fields.

Recalling from Chapter 7 that high vorticity amplitudes trigger the onset of instabil-

ities, the reduced vorticity amplitudes in Cases 3 and 5 delay the formation of the initial

vortices to later times than Cases 1, 2, and 4, producing altered instability dynamics as

their large-scale vortical structures have evolved further in time when the initial instabilities

form. Case 3 is able to reproduce the large, lower vortex but does not reproduce the smaller,

positive ζy vortices forming at the same time in Case 1. With the delayed rollup of the initial

negative ζy vortex, the large-scale vortical structure in Case 3 is wider and shallower than

Case 1 when the initial vortex forms, altering the instability dynamics for the duration of

the event. Case 5 delays the formation of the larger, negative ζy vortex out to 6.2TB, a full

buoyancy period later than Case 1. By this time the main vortical structure has widened

out and produced a shallower vortex than Cases 1 to 3, and the positive ζy sheet that forms

smaller vortices in Cases 1 and 2 has dispersed and lost most of its coherence. Numerical

artifacts also accompany the vortex formation in Case 5, even with viscosity increased over

Case 1 by a factor of 100. The degradation of the vortical structures in Cases 2 to 5 indi-

cates that at best, the primary instability evolution can be retained at a reduced resolution if

numerical oscillations are allowed, but increasing the viscosity to approximate the behavior

of numerical dissipation delays instability onsets and changes the environment in which the

vortices form, rendering any resulting instability analysis unphysical.
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Figure 9.3: As in Figure 9.1 showing the initial instability evolution at 1 minute increments.
Cases 2, 3, and 5 partially preserve the initial vortices of Case 1, while numerical artifacts in Case 4
preclude coherent vortex formation. Case 2 vortices evolve at the correct time but contain numerical
artifacts, whereas Cases 3 and 5 have delayed vortex formation at times when the large-scale vortical
structure has changed.

9.3 Parameter Amplitude Retention

The behavior of peak parameter amplitudes over the domain is presented to evaluate

the dependency of physical parameters on resolution. The resolution and Re dependencies

break down into two general classes of behavior: Parameters defined by coherent GW prop-

agation, presented in Section 9.3.1, and gradient parameters related to FS and instabilities,

presented in Section 9.3.2. Because Cases 6 and 7 are not able to fully resolve the GW, their

analysis is omitted from Section 9.3.1.
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9.3.1 GW-Determined Parameter Amplitudes

Physical parameters associated with coherent GW propagation exhibit distinctive Re

and resolution dependent behaviors at time ranges corresponding with the dominant features

of the flow. The evolution of peak amplitudes of u′ and w′ are shown in Figure 9.4, with

the corresponding peak amplitudes of kinetic energy (1
2
[u′2 + w′2]) and the vertical flux of

horizontal momentum (u′w′) shown in Figure 9.5. The lower panels of each figure show the

parameter amplitudes normalized by Case 1 values to indicate what percentage of Case 1

amplitudes are retained for each under-resolved case. From 0 to 3TB, the peak parameter

amplitudes for Cases 1 to 5 are identical as the GW propagates up to the FS layer. As the

initial instability evolution of the FS occurs, from ∼ 3 to 7TB, the two under-resolved cases

without increased viscosity (Cases 2 and 4) exhibit higher (∼ 10% to 100%) peak amplitudes

than Case 1, as the amplitudes of the numerical artifacts overtake the amplitudes of the

dominant physical features of the flow. Conversely, the two under-resolved cases with higher

viscosity (Cases 3 and 5) exhibit lower (∼ −10% to −50%) peak amplitudes than Case 1, as

the raised viscosity reduces the vortical consequences of the instability ramp up to the wind

perturbations and corresponding fluxes and kinetic energy. The peak amplitudes of Cases 1

to 5 all reach their maximum value near ∼ 7 to 8TB when the dynamics become turbulent

and progress to smaller spatial scales. From ∼ 7 to 10TB, under-resolved cases have lower

peak amplitudes than Case 1, but they converge on roughly the same amplitude at 10TB,

indicating no conclusive Re or resolution dependent behavior of the final amplitudes of the

GW-dependent parameters.

9.3.2 Gradient-Determined Parameter Amplitudes

The evolution of peak amplitudes of ζy and baroclinity are shown in Figure 9.6, with

the corresponding peak amplitudes of local ∂u
∂z

and N2 shown in Figure 9.7. As in Figures 9.4

and 9.5, the lower panels are normalized by Case 1 values to indicate what percentage of



www.manaraa.com

110

0 2 4 6 8 10

20

30

40

50
60
70

0 2 4 6 8 10

10

20

30
40
50
60
70

0 2 4 6 8 10

0.6

0.8

1

1.2

1.4

1.6

0 2 4 6 8 10

0.6

0.8

1

1.2

1.4

Figure 9.4: Time evolution of u′ and w′ peak amplitudes, presented as the original values in the
top panels and normalized by Case 1 values in the bottom panels. Resolution and Re-dependent
behaviors occur while the GW and FS remain coherent, with no significant variation in final peak
parameter amplitudes.
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Figure 9.5: As in Figure 9.4 for kinetic energy (12 [u′2 + w′2]) and the vertical flux of horizontal
momentum (u′w′). Resolution and Re-dependent behaviors occur while the GW and FS remain
coherent, with no significant variation in final peak parameter amplitudes.
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Case 1 amplitudes are retained for each under-resolved case. Comparing Case 1 with all

under-resolved cases, the peak amplitudes of all gradient-determined parameters markedly

decrease as the resolution decreases, with amplitude reductions greater than two orders of

magnitude in some cases. More under-resolved simulations reach their peak amplitudes at

earlier times as the turbulent energy moves to the smallest scales resolved by the simula-

tions. As each under-resolved case reaches its maximum parameter amplitude, parameter

amplitudes in cases with higher resolution continue to increase with time until they plateau

at their resolution-constrained peak value. Once the GW begins to influence the evolution

of the FS (from ∼ 3TB onward), cases with increased viscosity (Case 3 vs. Case 2, Case 5

vs. Case 4, Case 7 vs. Case 6) have lower peak amplitudes than the corresponding cases

with baseline viscosity as their turbulent evolution is delayed. The increased viscosity cases

do, however, reach the same peak parameter amplitudes as each baseline viscosity case with

the same resolution, but they do so at later times, experiencing a delay corresponding to the

delayed instability evolution seen in Figure 9.3. The peak amplitudes of gradient-determined

parameters are thus determined by resolution, while the time required to reach those peak

amplitudes at a given resolution increases as Re is decreased.

9.4 Induced Wind and Resolution Relationships

The peak induced wind (∆U) amplitude at 80 km, the altitude of the FS imposed in

the initial conditions, is shown in Figure 9.8 for Cases 1 to 5. As a feature generated by the

divergence of the GW momentum flux, ∆U behavior largely matches the amplitude evolu-

tions of the GW-induced characteristics discussed in Section 9.3.1, not showing significant

decadal amplitude variations with resolution or viscosity-induced time delays. Data from

Cases 6 and 7 are also excluded from this plot, as their behavior is unphysical since the GW

is not properly resolved. From ∼ 2 to 6TB, the induced wind at 80 km gradually increases

with time, where under-resolved cases with baseline viscosity (Cases 2 and 4) have slightly

higher (∼ 5% and 10%) ∆U and cases with increased viscosity (Cases 3 and 5) exhibit
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decreased resolution, while increased viscosity cases reach the same peak amplitude as the baseline
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Figure 9.7: As in Figure 9.4 for U z and N2. Final peak amplitude values decrease with decreased
resolution, while increased viscosity cases reach the same peak amplitude as the baseline viscosity
cases for the their respective resolutions at later times.
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slightly reduced (∼ 5% and 10%) ∆U relative to Case 1. Peak amplitude occurs at ∼ 6TB,

roughly the same time as peak ζy, after which point the under-resolved cases do not vary

significantly (±30%) from the induced wind amplitude in Case 1. The final induced wind

profiles for all 7 cases are shown in Figures 9.9 at 10TB as a waterfall plot in the left panel

and overlaid together in the right panel. Cases 2 to 5 roughly capture the main ∆U feature

at 80 km, while the 2 km grid resolution in Cases 6 and 7 does not show any distinguishable

∆U peak. Cases 2 and 4 both exhibit slightly increased (∼ 5% and 10%) ∆U amplitudes,

while the increased viscosity cases at the same resolutions (Cases 3 and 5) show reduced

amplitudes relative to Case 2 (∼ −15% for Case 3) and Case 4 (∼ −9% for Case 5). For the

200 m resolution cases, the viscosity-induced amplitude reduction yields the same peak ∆U

as Case 1, while the enhanced viscosity case with 45 m resolution (Case 3) overcompensates

and produces a lower peak ∆U than Case 1. While the depth of the induced wind feature

in the 45 m resolution Cases (2 and 3) are roughly the same as Case 1, the 200 m resolution

Cases (4 and 5) diminish the fidelity of the main induced wind feature, extending the depth

by several kilometers and smoothing out the amplitude gradient.

0 2 4 6 8 10
0

10

20

30

40

50

60

2 3 4 5 6 7 8 9 10

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

Figure 9.8: As in Figure 9.4 for ∆U . Resolution and Re-dependent behaviors occur while the
GW and FS remain coherent, with no significant variation in final peak parameter amplitudes.

The resolution dependence of the gradient-determined parameter amplitudes is shown

for under-resolved cases with baseline viscosity in Figure 9.10 and for under-resolved cases

with enhanced viscosity in Figure 9.11, i.e. the expected observed relationship in models

employing numerical viscosity. For each parameter, the final amplitude level is shown as a
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Figure 9.9: ∆U Profiles from 10TB, shown as a waterfall plot in the left panel and overlaid in the
right panel. Under-resolved Cases 2 to 5 roughly retain the shape and amplitude of the ∆U peak,
while Cases 6 and 7 are not able to resolve the ∆U consequences of the GW-FS interaction.

percentage of the final level in Case 1, indicating the percent amplitude retention for each

parameter for each case as a function of the resolution ratio (∆x/η, where η is the Kolmogorov

length scale. See explanation in Section 7.1). The average percent amplitude retention

of the four parameters is shown in red, with best-fit lines identified in the legend. The

average amplitude retention in both comparisons has an approximate power-law dependence

on the resolution ratio, taking the form (4.4 ± 2.5)(∆x/η)−.85±0.3 for the baseline viscosity

comparison and (5.3± 2.7)(∆x/η)−.95±0.3 for the enhanced viscosity comparison. Given the

general agreement of these parameter fits, it is likely that the observed power-law dependence

of peak amplitudes of gradient-determined parameters on the imposed resolution ratio can

be generalized to describe numerical simulations of GW-FS interactions undertaken by other

models.

9.5 Summary

Results presented in this Chapter evaluate the dynamical consequences of modeling

GW-FS interactions when the resolution is reduced below the grid spacing needed to fully

characterize an event. Simulations representing the event conditions described in Chapter 7,

Case 6 are carried out with minimum grid spacing of 15 m, 45 m, 200 m, and 2000 m to

identify how the critical dynamics of the FS evolution and instability onset are altered by
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Figure 9.10: Percent retention of final parameter amplitude vs. resolution ratio (∆x/η) for Cases
2, 4, and 6 with baseline viscosity matching Case 1.
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Figure 9.11: As in Figure 9.10 for Cases 3, 5, and 7, with heightened viscosity over Case 1, roughly
approximating the behavior that would be observed by mesoscale models employing numerical
dissipation.

reduced resolution. Raised viscosity simulations are also carried out at each under-resolved

resolution to suppress the formation of numerical artifacts in a manner approximating the

numerical dissipation implementations in mesoscale models.
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The vorticity and solenoid fields depicting the initial instability evolution identify the

breakdown of the dominant vortical characteristics as the resolution is constrained. Under-

resolved simulations with baseline viscosity exhibit numerical ringing artifacts that develop

from the prominent rotated region of the FS, indicating under-resolved baroclinic tendencies

as the potential source of the oscillations. Reduced resolution simulations suppress the

numerical artifacts seen at early times, but they also reduce vortical amplitudes of the FS

that delay the onset of instability features seen in the baseline case. Case 2 is the only under-

resolved case that retains both large and small initial vortices from Case 1, while numerical

artifacts in Case 5 completely deteriorate the instability structures. Cases 3 and 5 are able

to retain the larger of the two initial vortices, but the large scale has evolved to a different

structure by the time the delayed instability onset occurs, rendering the results physically

inconsistent with Case 1.

The peak amplitudes of GW-determined parameters exhibit resolution-dependent ten-

dencies at times when the GW and FS evolution remain coherent, where decreased resolution

simulations with baseline viscosity (Cases 2 and 4) proportionally increase peak amplitudes,

and decreased resolution simulations with enhanced viscosity (Cases 3 and 5) proportionally

decrease peak amplitudes. Gradient-determined peak parameter amplitudes decrease as a

function of resolution, with Cases 2, 4, and 6 having peak amplitudes that increase at the

same rate as Case 1 until they plateau at their resolution-determined maximum value. Peak

amplitudes of gradient-determined parameters in Cases 3, 5, and 7 reach the same peak value

as Cases 2, 4, and 6, respectively, but they do so at later times as their initial instability

evolution is delayed by the viscous reduction of vortical amplitudes at early times.

Induced wind amplitudes behave in the same manner as GW-determined parameter

amplitudes, having higher (lower) peak values for under-resolved simulations with baseline

(increased) viscosity while the GW and FS remain coherent. The final peak induced wind

is roughly the same for each case that can roughly resolve the FS, whereas Cases with 2 km

grid spacing are unable to replicate the induced wind behavior. Cases 2 to 5 show only mild
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deformation of the induced wind region, having a slight increase in depth and rounding out

the sharp vertical gradient from Case 1.

The resolution retention of gradient-determined parameters obeys an approximate

power-law relationship with the resolution ratio ∆x/η for both reduced resolution cases

with baseline viscosity and cases with enhanced viscosity approximating mesoscale model

behavior. This power-law relationship has the potential to inform other modeling efforts

by providing an approximation of how the accuracy of peak gradient parameter amplitudes

deteriorates in under-resolved simulations. Given the good agreement between both fits, the

power-law dependence of these parameter amplitudes on resolution is likely generalizable to

other GW-FS simulations, though more trials are needed to determine the broader conditions

under which this relationship holds.



www.manaraa.com

Chapter 10

Conclusions and Future Work

This dissertation presents a comprehensive overview and analysis of the complex dy-

namics of high frequency atmospheric gravity wave and fine structure (GW-FS) interactions.

The work is motivated by a need to characterize influential GW dynamics in the MLT occur-

ring at temporal and spatial scales that are difficult to quantify with observational data and

too small to resolve with mesoscale models. The research is comprised of three focus areas:

1) Quantifying the fundamental dynamics of isolated GW-FS interactions in an idealized

environment; 2) Evaluating the behavior of transient GW propagation through an evolving

FS background observed in the MLT; and 3) Determining the extent to which the large-scale

consequences of GW-FS interactions can be retained under the resolution and dynamical

constraints imposed by current mesoscale models. These studies employ state-of-the-art nu-

merical simulations (DNS and LES) and yield an improved fundamental understanding of

GW-FS dynamics and their implications to the atmosphere.

10.1 Research Study 1

Research Study 1 produces a number of significant findings on the importance of GW-

FS interactions in the MLT. Specific results include the following:

(1) Small-amplitude FS yield a diversity of impacts on GW propagation and instability

evolution. GW propagation through FS layers accelerates the tendency for small-

scale instabilities contributing to GW dissipation and turbulence. These dynamics
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generate a range of complex vortical features that undergo similar, but distinct

pathways to turbulence. The associated transports and deposition of energy and

momentum generate diverse, lasting impacts on the background flow that depend

on the locations and character of induced instabilities.

(2) Stability and shear peak effects superpose to produce distinctive vortical evolutions

that determine how GWs and local instabilities impact the background environment.

The vortical evolutions, initial instability character, and time evolution of the various

flows trace back directly to the individual or combined effects of each FS component.

When both stability and shear FS are present, shear characteristics dictate the GW

contribution to the induced wind while the stability FS accelerates the progression

of the instabilities.

(3) Local stability peaks accelerate instability evolution by increasing baroclinity at

small scales. Baroclinic sources/sinks and advection thin and intensify the vorti-

cal features where strong horizontal temperature gradients and orthogonal divergent

flows are present. Such cases rapidly evolve to smaller, more intense vorticity dy-

namics in 2D and 3D flows, and drive the generation of turbulence and dissipation

at the smallest scales. The significant impacts of these small-scale dynamics, even

for the weak FS influences considered, suggest additional benefits of further studies

of GW-FS interactions to better characterize GW influences in the MLT.

With sufficient resolution, properly characterized GW-FS dynamics exhibit coherent

and predictable dynamics that are based on known physical parameters whose evolutions

can be traced to identify the exact source of the dominant characteristics of a given insta-

bility evolution. Having a fundamental understanding of the distinct effects of shear and

stability FS, whether isolated or superposed, provides a foundation for the diagnosis of more

complex features that share these basic constructs. Recent studies have come to emphasize

the importance of accounting for transient effects of GWs on the background wind while
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propagating in addition to the effects of GW breaking. Though the induced wind (∆U)

contributions of GW-FS interactions evolve with time, it is worth noting that the ∆U pro-

duced by GW-FS interactions with shear FS matches the orientation of the initial FS. The

evolution of the vortical features, which can be understood as an alternate representation

of induced wind from the GW, preferentially aligns with the ∆U direction imposed by the

initial FS. This is valuable, as it suggests that the larger-scale implications of such layers,

even at very small depths and amplitudes, can be estimated with simulations that do not

fully resolve the underlying instability dynamics.

10.2 Research Study 2

Current mesoscale models are unable to characterize transient GW dynamics, wave-

wave interactions, or correct GW transmission and reflection characteristics at thin, time-

evolving evanescent layers and critical levels with current WKB and ray theory implemen-

tations. Research Study 2 expands the scope of GW-FS analysis from small, isolated FS

to larger, continuous, and continuously varying FS formed by an IGW to evaluate another

related class of GW-FS interactions where the dominant dynamical implications are not in-

stabilities formed by the evolution of the FS itself or the induced wind, but rather the effect

of the FS on the propagation characteristics of the GW passing through. Research Study 2

yields a number of significant findings on the behavior of transient GW-FS interactions in

evolving flows in the MLT. Specific results include the following:

(1) For FS scales larger than the GW, the dominant characteristics of this class of GW-

FS dynamics are the time-varying propagation characteristics imposed on the GW

by the background stratification. Propagation characteristics cannot be determined

from simply identifying the dominant parameters of the inertial GW and the prop-

agating GW; rather, the local time evolution of the IGW determines the degree to

which the propagating GW is reflected or transmitted and sets the resulting GW
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intrinsic frequency that defines the phase structure at each altitude.

(2) Tunneling through evanescent regions can occur in an evanescent region produced

by enhanced background shear in near-constant stratification. Ray theory, the appli-

cation of WKB theory used in most mesoscale models, incorrectly predicts complete

reflection of GWs at evanescent regions where ω > N and fails to capture the correct

transmission behavior.

(3) Intermittent variations in evanescent and tunneling characteristics are a substantial

source of transient variability for GW coupling dynamics in the MLT. These findings

confirm the results of Cao et al. (2016) and make a strong case for the need to better

understand the environments in which GWs can tunnel through evanescent regions.

Such dynamics have valuable implications for the role of GW-FS interactions to

coupling relationships between the mesosphere and lower thermosphere.

(4) Simulations of GW-FS interactions in the MLT are a valuable tool for resolving

observational discrepancies that arise between instruments with different sampling

characteristics. While the AMTM instability observations at 22 to 23 UT were

initially diagnosed as GW-induced and thought to indicate a lack of GW activity at

this altitude, both simulations and lidar observations indicate that the GW presence

is continuous through when the GW signature is visible in the AMTM again at later

times. They can similarly identify environments in which the assumptions of Ray

Theory cannot produce the behavior of GW transmission through evanescent regions

generated by different combinations of wind and stability profiles for an impinging

GW.

As numerous studies have shown, the most productive way to expand our understand-

ing of possible dynamical sources of transient GW variability is to examine case studies that

deviate from our conventional understanding of the behaviors expected for a given environ-
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ment. Research Study 2 illustrates the challenges and benefits posed by this line of inquiry,

where it can be difficult to get guidance on new GW dynamics from disagreeing observa-

tions. The success of this analysis in both diagnosing the source of the intermittent GW

propagation in the AMTM and resolving the observational discrepancies between the AMTM

and the lidar makes a strong case for future studies employing a synergistic combination of

simulations and observations to expand the parameter space of known GW dynamics.

10.3 Research Study 3

With a significant component of GW-FS influences at large scales accounted for by

time evolution of GW momentum flux-induced mean wind, and with a significant potential

for transient variability in GW coupling dynamics in the MLT, it is imperative that future

mesoscale modeling efforts account for the time evolution of GW-FS interactions and flow

conditions. Research Study 3 confirms the additional need to properly resolve GW-FS in-

teractions in order to characterize their scale-dependent and time-dependent phenomena.

Significant findings include the following:

(1) GW-induced FS evolution and instability characteristics break down and lose phys-

icality when the FS dynamics are under-resolved. Energy-conserving schemes pro-

duce numerical oscillations that deteriorate the dominant vortical structures, while

schemes using artificial dissipation smooth out instability structures and delay the

onset of turbulence.

(2) GW-determined perturbation parameters and their associated fluxes exhibit resolu-

tion and Re-dependent distinctions prior to turbulence when the GW is coherent, but

their final amplitudes do not vary significantly when resolution is reduced. So long

as the minimum grid spacing roughly captures the depth of the initial FS and the

phase structure of the GW, Coherent flux amplitudes and their associated induced

winds will be retained by an under-resolved simulation.
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(3) Gradient-defined parameters which are critical to assessing GW-FS interactions have

peak amplitude dependence on resolution ratio and time dependence on Re. Ampli-

tude retention for under-resolved simulations decays with a power-law dependence on

the resolution ratio for both energy-conserving schemes and schemes which include

artificial dissipation.

While the breakdown of GW-FS interactions at mesoscale model resolutions is known,

the precise dynamical implications that contribute to their deterioration are now better

understood. With observational guidance identifying the relevant dissipative scales in a

given environment, the results of Research Study 3 provide a rough approximation of how

well model parameter amplitudes are reproduced at a given resolution and enable a better

understanding of the Re-imposed time delays on instability evolution. If mesoscale model

resolutions could be increased to ∆x on the order of FS depths, and if models could account

for the effects of transient GW propagation on induced winds, final parameter amplitudes

would be mostly reproduced. However, the instability and turbulence characteristics associ-

ated with these parameters would still be misdiagnosed because the Re reductions imposed

by artificial dissipation alter the time evolution of the flow. Having a better understanding

of these modeling limitations is essential to improving GW-FS characterization throughout

the atmosphere.

10.4 Suggestions for Future Work

Studies described in this dissertation identify several valuable future studies to build

on the findings presented in this dissertation and extend their applicability.

10.4.1 Research Focus 1 Additional Studies

With the baseline characteristics of GW-FS interactions defined for a single GW and FS

environment, additional simulation studies can investigate how these effects are compounded
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with the inclusion of more FS features and GW packets covering a range of scales, frequencies,

and amplitudes representative of the atmosphere. Observed FS in the MLT often have larger

amplitudes and depths than those simulated in Research Study 1, so a study of the effects of

1) the ratio of GW λz to FS depth and 2) the ratio of GW amplitude to FS amplitude would

provide insight into how GW-FS dynamics play out in a broader range of environments that

can extend the applicability of this study. Studies of GW propagation through multiple FS

layers should also be investigated, and the structure of the background post-GW passage

should also be examined in more detail.

10.4.2 Research Focus 2 Additional Studies

A broad range of observations exist showing complex, time-dependent GW evolutions

in the MLT and elsewhere. As observational capabilities continue to increase in resolution

and observe more remote environments, more observations will surface with the capacity

to expand the current understanding of what causes variability in model predictions and

discrepancies in instrument observations. Numerical studies of these observations, such as

those acquired in the recent PMC-TURBO campaign, are essential to building a foundation

of pathological dynamical behaviors currently on the periphery of what can be observed or

modeled.

10.4.3 Research Focus 3 Additional Studies

While resolution is a basic constraint of every modeling effort, ascertaining the gov-

erning dimensionless parameter relationships of a flow environment is vital to the ability to

generalize the findings of one case study to other environments. An expanded analysis of

parameter dependencies on local Re, Ri, and Pr would ultimately yield physical relation-

ships that benefit all forms of atmospheric modeling and contribute to the larger scientific

community. The use of a more robust numerical dissipation scheme in place of enhanced

viscosity could also benefit mesoscale model comparisons.
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10.4.4 GW-FS Interactions in the Lower Atmosphere

Given the ubiquity of fine layered structures throughout the atmosphere, one can hy-

pothesize that the dynamics of GW interactions with fine structures elsewhere in the atmo-

sphere that are easier to observe, such as the troposphere, are governed by many of the same

dominant interaction mechanisms as those in the MLT characterized in the aforementioned

studies, where complex dynamics are easier to model but observations are more sparse. Hav-

ing determined the morphology of the most influential dynamics of GW-FS interactions in

the MLT, and having established the resolution requirements needed to characterize these

dynamics relative to the expected spatial scales governing these interactions, one can then

use this knowledge to approximate the influence of these phenomena at lower altitudes in

support of field research programs sampling turbulence in the highly stratified environment

above the planetary boundary layer.

The primary research objective would be to see if dominant dynamics found in Chap-

ters 7-9, play an influential role in the lower troposphere. This will be accomplished by

providing modeling support for the data collected in the upcoming Instabilities, Dynamics,

and Energetics accompanying Atmospheric Layering (IDEAL) field campaign, which took

place in October 2016 in Dugway, Utah. IDEAL explored the morphology of sheet and layer

structures and energetics in the free troposphere, using airborne and ground-based observa-

tion platforms with the support of high resolution DNS. Observations were obtained with

a DataHawk UAV with high resolution in-situ sensors, collecting data in tandem with a

tethered balloon system, two ground-based wind profilers, and numerous soundings, to mea-

sure turbulent fine scale structures at and above the convective boundary layer. Resulting

datasets provide ample opportunity to assimilate the approximate background conditions

from measurements into a numerical model and discern what if any of the dominant mech-

anisms of the MLT are at play.
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10.5 Summary

A case has been made for the inclusion of GW-FS interactions in mesoscale models

seeking accurate characterization of short and long term evolution of the dominant wind

and temperature characteristics in the MLT. GW-FS interactions follow predictable evolu-

tions, with large-scale feature generation that traces to the vortical characteristics imposed

by the dominant FS components of the flow. GW propagation characteristics imposed by FS

evolving in space and time are a prominent source of transient variability in MLT coupling

dynamics. With knowledge of the resolution constraints of a given environment, the accu-

racy of GW-FS characterization can be evaluated to determine the extent to which GW-FS

dynamics account for variability in under-resolved models, providing a pathway to long-term

forecasting improvements with societal benefits.
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List of Terms

ALOMAR Arctic Lidar Observatory for Middle Atmosphere Research

AMTM advanced mesospheric temperature mapper

DNS direct numerical simulation

FS fine structure

FWHM full width at half maximum

GW gravity wave

HFGW high frequency gravity wave

IGW inertial gravity wave

KE kinetic energy

KHI Kelvin-Helmholtz instability

LES large eddy simulation

MLT mesosphere and lower thermosphere

NLC noctilucent cloud
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PMC polar mesospheric cloud

UT Universal Time
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List of Symbols and Notation

c phase speed

cgz vertical group velocity

cp specific heat

d layer depth in background profile

δ Kronecker delta

f inertial frequency

g gravity

H density scale height

k, l,m streamwise-horizontal, spanwise-horizontal, and vertical wavenumbers

κ thermal conductivity

λ wavelength

µ molecular viscosity

N Brunt-Vaisala frequency

ν kinematic viscosity
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ω gravity wave intrinsic frequency

Ω Earth’s rotation rate

p pressure

φ latitude

Pr Prandtl number

Re Reynolds number

ρ density

Ri Richardson number

t time

T temperature

TB buoyancy period

θ potential temperature

u, v, w streamwise-horizontal, spanwise-horizontal, and vertical wind components

U background horizontal wind (streamwise)

x, y, z streamwise-horizontal, spanwise-horizontal, and vertical coordinate directions
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Appendix A

Chapter 8 Supporting Study

An additional study of the effects of GW amplitude on GW-FS interactions was com-

pleted in support of the material presented in Chapter 8. Though the findings do not

ultimately contribute to the broader narrative of the dissertation, the write-up is included

in this appendix for future reference.

A.1 Wave Amplitude Influences on GW and Background Flow Evolution

Again using the U z and N2 layers described in Figure 7.1, Case 4 from Chapter 7 is

compared with GW amplitude reductions of 75%, 50%, and 25%, where amplitude is defined

by Equation 2.21. All other simulation parameters are otherwise identical to the original

case.

Reducing GW amplitude delays and diminishes the extent of SA-induced stalled prop-

agation at the top of the packet and compressed λz at the bottom, with almost no visible

impact on the 25% amplitude case (see Figure A.1). The oscillatory reductions in momentum

flux (Figure A.2), wave action, and background wind deceleration (Figure A.3) are similarly

reduced in the 75% and 50% amplitude cases to the point of not being present in the 25%

amplitude case. This suggests that the phase separation of w′ is an amplitude-driven phe-

nomenon, unique to the MLT where the wave-induced mean flow reductions are large enough

to promote nonlinearity and energize the subharmonic horizontal wavenumber.

Initial GW breaking and the associated background flow reductions (Figure A.3) are
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Figure A.1: Time evolution of wind perturbation profiles (u′) taken from the center of the domain.
Each amplitude reduction pushes the SA effects back in time, and the additional kinking caused
by shear layer advection is diminished to the point of not occurring in the 0.25A case.

Figure A.2: Time evolution of the momentum flux (u′w′), averaged at each altitude. Sign changes
clearly show the instability onset time delay with amplitude reduction, as well as reduced out-of-
phase sinusoidal variations as the SA effects are reduced to the point of not being present in the
0.25A case. The angle of the sinusoidal variations also indicates a decrease in vertical group velocity
with GW amplitude.



www.manaraa.com

143

delayed by ∼1 TB per 25% amplitude reduction. The downward extent of flow deceleration,

shown in the T∞ state of flow deceleration for each amplitude (Figure A.4), decreases by

∼ 0.5λz per 25% amplitude reduction. The altitudes at which the decelerations occur, while

diminished, appear to be the same for all four cases, suggesting that both GW amplitude

and layer type play unique roles in determining the final flow state. With reduced flow

deceleration at the 85 km breaking altitude, the extent to which the evanescent GW residuals

are advected through the domain is diminished in each case, reducing the illusion of residual

GW activity a ground based instrument would observe above the layer.

Figure A.3: Evolution of the background wind profiles for A = [1.0, 0.75, 0.5, 0.25]. All four
simulations share the same discrete layering structures as the original amplitude case, withe the
degree of flow deceleration and downward propagation diminished with each reduction in altitude.

The total domain KE density (Figure A.5) shows time delays to the GW reaching its

peak energy before breaking, its subsequent falloff, and the onset of turbulence with the rise

in 3D KE. The 0.25A case never has sufficient GW amplitude to drive the layer to instability

and cause turbulence. In the absence of both turbulence and periodic energy gaps, more of

the wave action is able to move upward with time, enabling the most energy transmission

through the layer with the lowest amplitude GW (Figure A.6).
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Figure A.4: Background wind deceleration from the initial wind profile Uf − U i for A =
[1.0, 0.75, 0.5, 0.25]. The downward extent of decelerated flow from the initial breaking altitude
decreases proportionally with GW amplitude, yet features within each profile’s downward extent
match those of the 1.0A case at those altitudes. Periodic features also diminish with reduced
amplitude.
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Figure A.5: Domain averaged KE density for all wind components (a) and for the spanwise wind
component (b). Decreased GW amplitude results in near-linear time delays for GW propagation,
initial energetic maxima at breaking, and instability onset times, all corresponding to the reduced
vertical group velocity visible in Figure A.2. The lower energy of the reduced amplitude GWs
produces less vigorous turbulence, with the lowest amplitude simulation never developing spanwise
KE and reaching a turbulent state.
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Figure A.6: KE % below 80 km for A = [1.0, 0.75, 0.5, 0.25], with dashed lines indicating the
corresponding KE % above 80 km.
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